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Summary

About a century after the genesis of quantum mechanics, continuous development in
many directions of theory and engineering persists. Several open questions like the
quantum theory of gravity tested by macroscopic quantum states, the realization of a
fault-tolerant quantum computer, or the discovery of new unique quantum effects in
general remain to be answered. In this thesis, aspects of the latter two of these topics
are studied in more detail. The common ground on which they meet is the quantum
simulation of open quantum systems.
The first part of the thesis focuses on quantum computing. In particular, the

extension of the standard two-level bit-like qubit, on which standard quantum com-
puters rely, is studied: the qudit. Qudits are multilevel quantum systems whose larger
Hilbert space can provide advantages in quantum computation. To profit from the
additional degrees of freedom of a qudit, its individual states have to be properly
discriminated during readout. Two measurement strategies, based on a readout model
of a superconducting transmon qudit, are proposed and compared by their theoretical
performance. We implement the measurement of the four lowest eigenstates on state-
of-the-art quantum computing hardware and employ higher-order gate operations
realized as two-photon transitions. Moreover, we investigate a way of simulating open
quantum systems by engineering adjustable effective gain using echo-sequence-like
gate operations.

In the second part of this thesis, the quantum analogue of synchronization of oscilla-
tors, i.e., the alignment of features like frequency and phase, is studied. The building
blocks of quantum synchronization are limit-cycle states. These states are stabilized by
incoherent gain and damping and feature a free phase of oscillation that can be locked
to an external signal or to the phases of other limit-cycle oscillators. We investigate
spin-1 and harmonic-oscillator-like models by a refined operator representation of
common synchronization measures. In particular, we show that in a system of spins 1
synchronization through interference blockades, that suppress synchronization effects,
is possible. Furthermore, for harmonic-oscillator-like limit-cycle states, we find that
the interplay of three independent synchronization mechanisms leads to active states
induced by nonreciprocal interactions. The phase diagrams for both the quantum and
classical version are analyzed. Finally, a new avenue of quantum synchronization is
identified: quantum oscillators that host multiple limit cycles. Here, one phenomenon
is the coexistence of both the occurrence and the absence of quantum synchronization
in a single quantum state.

This thesis combines the theoretical study of new quantum features of synchroniza-
tion with proposals of potential realizations on quantum simulators and quantum
computers, especially, with a focus on superconducting transmon qudits and trapped
ions.
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Chapter 1

Introduction

The year 2025 marks the 100th anniversary of the famous “Umdeutung” paper by

Werner Heisenberg [Heisenberg (1925)]. For this reason, on the 7th June of 2024, the

year 2025 was officially declared to be the International Year of Quantum Science and

Technology by the U.N. General Assembly following the resolution by the nation of

Ghana in May 2024 [UNESCO (2025)].

In the last century, quantum mechanics became one of the most relevant theories

not only for fundamental research but also for human daily life: it is the foundation of,

e.g., semiconductors [Bardeen and Brattain (1948)], solar cells [Chapin et al. (1954)],

atomic clocks [Essen and Parry (1955)], lasers [Maiman (1960)], light-emitting diodes

[Holonyak and Bevacqua (1962)], and medical imaging [Lauterbur (1973), Hounsfield

(2014)]. In return, these technological inventions like the computer or the laser became

essential tools for subsequent scientific research.

A selection of famous contributors to quantum mechanics besides Heisenberg are

Max Planck [Planck (1901)], Albert Einstein [Einstein (1905), Einstein (1917)], Niels

Bohr [Bohr (1913a), Bohr (1913b), Bohr (1913c)], Arnold Sommerfeld [Sommerfeld

(1916a), Sommerfeld (1916b)], Paul Dirac [Dirac and Fowler (1925), Dirac and Fowler

(1927)], De Broglie [De Broglie (1925)], and Erwin Schrödinger [Schrödinger (1926a),

Schrödinger (1926b), Schrödinger (1926c), Schrödinger (1926d), Schrödinger (1926e)].

A historical overview of the early developments of quantum mechanics is presented in

[Duncan and Janssen (2019), Janssen and Duncan (2023)].

Another architect of quantum mechanics is John von Neumann, mainly known for

his contributions to classical computing [Neumann (1993)], who introduced the density-

matrix representation of ensembles of quantum systems in a Hilbert space formalism

[Neumann (1927a), Neumann (1927b), Neumann (1927c)]. Considering von Neumann,

the “personification of the combination of computing and quantum mechanics”, as an

inspiration, we arrive at the first topic of this thesis: quantum computing. Innovative

suggestions to consider a quantum description of computers [Benioff (1980)] and to

utilize quantum systems as platforms for computation [Feynman (1982)] have been

made in the 1980s. Following these proposals, first prototypical problems were solved

by quantum algorithms [Deutsch and Penrose (1985), Deutsch and Jozsa (1992), Simon

(1997), Bernstein and Vazirani (1997)]. Subsequently, more practical algorithms like

Grover’s search algorithm [Grover (1996)] and Shor’s prime-factorization algorithm

1



Chapter 1 Introduction

[Shor (1997)] have been published.

These quantum algorithms rely on fault-tolerant quantum computers that do not yet

exist. However, in the current noisy intermediate-scale quantum era [Preskill (2018)],

we have access to a variety of quantum computing platforms that are candidates for

future quantum computers. Examples of these platforms are superconducting circuits

[Blais et al. (2021)], trapped ions [Bruzewicz et al. (2019)], cold atoms and Rydberg

atoms [Saffman (2016)], electron spins in quantum dots [Burkard et al. (2023)],

magnetic racetracks [Zou et al. (2023)], photonic circuits [Slussarenko and Pryde

(2019)], and topological states [Nayak et al. (2008)]. In the last years, many quantum

computing companies focusing on hardware and/or software have been founded. One

of the early competitors with a substantial history in classical computing is IBM.

The evolution of the superconducting-qubit hardware of IBM Quantum involves an

increase in the number of qubits from 1 to 100+ [Kandala et al. (2017), Kim et al.

(2023), Miessen et al. (2024), Mandelbaum et al. (2024)] and a reduction of the error

rates of single and two-qubit gates to the orders O(10−3) and O(10−4) [McKay et al.

(2023), IBM Quantum. (2025)]. Note that in 2022 a 433-qubit chip1 and in 2023 a

1121-qubit chip2 were released.

A common feature among many quantum computing platforms is that the qubit

Hilbert space is realized as a two-level subspace of a larger physical Hilbert space.

Quantum systems that exhibit d states are called qudits [Wang et al. (2020)]. In the

example of the transmon qudit [Koch et al. (2007)], an anharmonic superconducting

oscillator, the qubit is formed by the ground state and first excited state. The higher-

excited states of qudits can provide advantages in a passive way by improving, e.g.,

qubit readout [Elder et al. (2020)], the implementation of multiqubit gates [Fedorov

et al. (2012)], or qubit reset [Zeytinoğlu et al. (2015), Egger et al. (2018)]. Moreover,

the full potential of qudits can be unleashed by taking advantage of higher-excited

states in an active way by, e.g., using them as ancillas [Fischer et al. (2022)], logical

states [Cervera-Lierta et al. (2022)], or for quantum simulation [Ciavarella et al. (2021),

Champion et al. (2025)]. One of the main limiting factors of superconducting qubits is

their readout [Dumas et al. (2024)]. The default readout scheme for qubits optimizes

the distinguishability between the qubit states. Since this scheme is not necessarily

optimal for distinguishing all qudit states, we propose different measurement strategies

based on a qudit readout model.

In the first part of this thesis, this project, together with the description of an

echo-sequence-like model that can be used to simulate effective gain and damping

on quantum hardware, will be discussed. Simulating open quantum systems, i.e.,

including incoherent processes like decay, on quantum hardware is of great interest

[Weimer et al. (2010), Barreiro et al. (2011)], especially on quantum computers [Sweke

et al. (2015), Schlimgen et al. (2021), Leppäkangas et al. (2023)].

In the second part of this thesis, we will focus on open quantum systems. In

1https://newsroom.ibm.com/2022-11-09-IBM-Unveils-400-Qubit-Plus-Quantum-Processor-and-
Next-Generation-IBM-Quantum-System-Two [Accessed: August 10, 2025]

2https://www.ibm.com/quantum/blog/quantum-roadmap-2033 [Accessed: August 10, 2025]
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the scenarios we will present, gain and damping are essential to stabilize particular

quantum states that feature a free phase that can be synchronized. Synchronization,

i.e., the alignment of features of oscillators like their frequency and phase of oscillations,

has been initially studied in 1665 by Christiaan Huygues [Huygens (1893)] in the setup

of two coupled pendulum clocks. In many scientific domains like biology [Buck (1938)]

or civil engineering [Strogatz et al. (2005)], synchronization has been observed. In the

research domain called quantum synchronization, people usually aim at identifying

unique quantum effects of synchronization of quantum oscillators [Lee et al. (2014),

Lörch et al. (2017), Roulet and Bruder (2018b)]. In recent years, quantized classical

oscillators [Lee and Sadeghpour (2013)] (top-down approach) and inherently quantum

spin-like oscillators [Roulet and Bruder (2018a)] (bottom-up approach) have been

studied. Quantum synchronization is in some aspects related to quantum sensing

[Vaidya et al. (2025)], quantum thermodynamics [Jaseem et al. (2020b)], and time-

crystals [Hajdušek et al. (2022)].

In this second part, we will present publications on both spin-oscillator models

and harmonic-oscillator-like models. We will discuss the synchronization of indirectly

coupled spin-1 oscillators in the presence of synchronization blockades [Solanki et

al. (2023)] that simultaneously suppress synchronization of directly coupled spin-1

oscillators. Moreover, in a setup of two harmonic-oscillator-like oscillators, we will

consider an effective nonreciprocal interaction realized by coherent and dissipative

couplings and find, e.g., quantum analogues of traveling-wave states [Fruchart et al.

(2021)] that are related to active matter [Vrugt and Wittkowski (2025)].

Finally, we identify a new direction of quantum synchronization: multi-limit-cycle

oscillators. Here, multiple limit cycles coexist in the same steady state of a single

oscillator. We will present refined synchronization measures to access the locking

information of the individual limit cycles and discuss the basic quantum synchronization

features of a model that features two coexisting limit cycles. The study of multi-

limit-cycle oscillators provides a multitude of research possibilities by exploring how

well-known quantum synchronization effects manifest in this class of models as well as

by finding exclusive unique quantum features.

Overview

This thesis is structured as follows:

Chapter 2 We will start by a recap of the theoretical foundations of the building

blocks of most models considered in this thesis: the quantum harmonic oscillator and

spins. In addition to their unitary time evolution, we want to describe nonunitary

processes like decay and incoherent pumping of open quantum systems. Thus, we will

briefly derive the Lindblad master equation in the Born-Markov approximation.

3



Chapter 1 Introduction

Part I: Quantum Computing on Superconducting Hardware

Chapter 3 In the first chapter of the first part of this thesis, we will introduce the

basic elements of universal quantum computing. We will build intuition for why

the universal gate set is universal by constructing approximations for noncommuting

rotations of states on the Bloch sphere around two linear independent axes. These

operations can be used to generate any unitary operator with a desired level of error.

After introducing the quantum circuit as the representation of the gate sequences of a

quantum algorithm, we will briefly learn how to use fault-tolerant quantum computers

as a digital quantum simulator.

A more promising way of using quantum hardware at the moment is analog quan-

tum simulation. We will understand the basic modeling aspects of superconducting

transmon qudits like their level structure and driving of (higher-order) transitions. In

contrast to the previously described qubits of standard universal quantum computing,

qudits feature more than two states.

The mathematical description of a second quantum platform, viz., trapped ions,

will be outlined. Trapped ions are often the prime candidate for implementing setups

considered in Chs. 8 to 10 in the second part of the thesis.

Chapter 4 In this chapter presenting the publication [Kehrer et al. (2024a)], we will

learn about the readout model of transmon qudits. In contrast to the standard readout

scheme for qubits that optimizes the discrimination of both qubit states, measurement

strategies for qudits have to provide sufficient distinguishability of multiple states

simultaneously. We will present two measurement strategies that are based on the

readout-drive-dependent model. The first one features a single readout frequency

whereas the second one splits the total number of measurement runs into experiments

at different readout frequencies. We will present actual data of a ququart implemented

on an IBM Quantum device. By the realization of two-photon transitions, higher-order

X gates are used to prepare the ququart states.

Chapter 5 Having learned how to improve the readout of qudit states, in this chapter,

we will study an echo-sequence-like model that mimics the simulation of effective

incoherent gain and damping on a quantum computer. Despite being designed for

unitary operations, state-of-the-art quantum computers still feature loss. On the

contrary, native decay can be viewed as a source for quantum simulation of open

quantum systems. We will present a sequence of operations involving gates and decay

periods that enables the generation of mixed states by the realization of tunable gain

and damping rates. Extending this model to qutrits will potentially be interesting

regarding the implementation of spin-1-like setups, e.g., the ones discussed in Ch. 8.
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Part II: Quantum Synchronization of Oscillating Systems

Chapter 6 The second part of this thesis focuses on a particular family of open

quantum systems that we would like to implement on a quantum simulator of platforms

like the ones presented in Sec. 3.3 using methods that might have evolved from Ch. 5.

This family is called “quantum synchronization”. Its classical analogue has been

established in 1665 by Christiaan Huyguens. In this chapter, we will give a broad

overview of relevant models an their features that will be reference points for the studies

of quantum synchronization in Chs. 8 to 10. We will begin with the Kuramoto model

of phase oscillators, meaning oscillators that exhibit only one free parameter, viz. their

phase of oscillation. With this model, we will understand the basics of synchronization,

i.e., the alignment of oscillator properties like their frequency or phase of oscillation.

Next, we will define the building block of further models of synchronization: the

limit cycle. It is a stabilized, closed, and isolated trajectory in the phase space of

an oscillator that exhibits a phase and an amplitude. We will introduce the van

der Pol and the Stuart-Landau oscillator and begin to study frequency and phase

synchronization. Furthermore, we will understand synchronization blockades whose

quantum analogues will play a significant role in Chs. 8 to 10.

Chapter 7 After having established the tools for analyzing classical synchronization,

in this chapter, we will introduce quantum synchronization, the main topic of the

second part of this thesis. We will introduce two typical setups and their measures

of quantum synchronization that will be relevant for Chs. 9 and 10. The first one is

the harmonic-oscillator-like “quantum van der Pol” oscillator. For a single coherently

driven oscillator and for two coherently coupled oscillators, we will review the basic

synchronization effects. For the second setup, spin-1 oscillators that will be studied in

Ch. 8, we will recall similar basics of synchronization properties.

Chapter 8 In this chapter, in which the work published in [Kehrer et al. (2024b)] will

be discussed, two scenarios of coherently coupled spin-1 oscillators will be considered:

(i) two oscillators, one of which is driven, and (ii) a chain of three oscillators. Quantum

synchronization interference blockades, like the ones introduced in Sec. 7.2, between

pairs of coupled oscillators as well as between the driven spin and its coherent drive

exist. The surprising quantum feature is that even if both types of blockades persist,

the undriven spin synchronizes with the external drive as well as both spins at the

ends of the three-oscillator chain. We will define an operator representation of the

common synchronization measure that reduces its calculation complexity and increases

its interpretability.

Chapter 9 This chapter based on the publication [Kehrer and Bruder (2025)], will

present a phase diagram of three competing independent quantum synchronization

mechanisms. A coherent drive and a coherent coupling, that will be presented

individually in Sec. 7.1, will be combined together with a dissipative interaction in a

5
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model of two quantum van der Pol oscillators. Effective nonreciprocal interactions

arise and induce quantum analogues of traveling-wave states. We will see that tuning

these interactions to become unidirectional, a synchronization blockade between the

undriven oscillator and the coherent drive, that acts only on the other oscillator,

emerges. At the end of this chapter we will furthermore investigate the rich phase

diagrams of the classical analogues of two and three such oscillators and will show

examples of highly nontrivial active states.

Chapter 10 The last publication [Kehrer et al. (2025)] presented in this thesis will be

discussed in this chapter. We will consider a quantum Liénard system whose classical

analogue features two concentric limit cycles and call it a“twin limit cycle”. This creates

the avenue of quantum synchronization of multi-limit-cycle oscillators. We will provide

its foundations by showing the coexistence of quantum synchronization behavior in

the cases of a single coherently driven twin limit cycle and two coherently coupled

twin limit-cycle oscillators. By defining refined measures of quantum synchronization

we will be able to access the individual phase-locking information of the two limit

cycles of one oscillator. For both cases, we will find intriguing synchronization effects:

the limit cycles of the driven oscillator lock to distinct phases and the steady state of

the two-oscillator model features both synchronization and synchronization blockades.

Part III: Conclusion

Chapter 11 In the final chapter, we summarize the main findings presented in this

thesis and propose several directions of future research. By relating the thesis to other

works, further projects are identified.
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Chapter 2

Theoretical Background

In this chapter, theoretical foundations that are relevant for both parts of this thesis

are presented.

2.1 Quantum Harmonic Oscillator

The harmonic oscillator is probably one of the most considered approximations in

physics. One reason might be the fact that in many domains of physics local minima

of potentials can be approximated by a quadratic function. Another reason might be

their simple analytical solutions. Moreover, it is the standard example of canonical

quantization leading to the quantum harmonic oscillator that is relevant for Chs. 4, 9

and 10. The following section is based on [Schwabl (2007)].

The classical harmonic oscillator is given by the Hamiltonian

H =
p2

2m
+
mω2

2
x2 , (2.1.1)

which corresponds to the total energy of a nonrelativistic particle with momentum p,

position x, and mass m moving in a quadratic potential with curvature ∂2xH/m = ω2.

As canonical quantization, we understand replacing position and momentum by

quantum mechanical operators as well as replacing the Poisson bracket {x, p} = 1 of

the classical system with the commutator [x, p] = xp− px = iℏ. The system can be

transformed into a different set of operators a and a†,

x =

√
ℏ

2mω
(a† + a), p = i

√
ℏmω
2

(a† − a) , (2.1.2)

called the annihilation and creation operators that obey [a, a†] = 1. Using these

operators the Hamiltonian of the quantum harmonic oscillator reads

H = ℏω
(
a†a+

1

2

)
. (2.1.3)

Here, eigenstates of the Hamiltonian are eigenstates of the number operator n = a†a.

These states are called Fock states a†a |n⟩ = n |n⟩ and obey ⟨n|m⟩ = δnm, where δnm
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Chapter 2 Theoretical Background

is the Kronecker delta. Using [n, a†] = a† and [n, a] = −a, the action of a† and a on

these states can be derived,

na† |n⟩ = (a†n+ [n, a†]) |n⟩ = (n+ 1)a† |n⟩ = (n+ 1)c1 |n+ 1⟩ , (2.1.4)

na |n⟩ = (a†n+ [n, a]) |n⟩ = (n− 1)a |n⟩ = (n− 1)c2 |n− 1⟩ , (2.1.5)

⟨n| aa† |n⟩ = ⟨n+ 1| c∗1c1 |n+ 1⟩ = ⟨n| (a†a+ 1) |n⟩ = |c1|2 = n+ 1 , (2.1.6)

⟨n| a†a |n⟩ = ⟨n− 1| c∗2c2 |n− 1⟩ = |c2|2 = n , (2.1.7)

leading to c1 =
√
n+ 1 and c2 =

√
n. The Fock-state representation of both operators

is

a† =

∞∑

n=0

√
n+ 1 |n+ 1⟩⟨n| , a =

∞∑

n=0

√
n+ 1 |n⟩⟨n+ 1| . (2.1.8)

The eigenstates |α⟩3 of the annihilation operator a are also well known as coherent

states [Glauber (1963)]. Using a superposition of Fock states as an ansatz,

a |α⟩ = α |α⟩ = a

∞∑

n=0

dn |n⟩ =
∞∑

n=0

dn
√
n |n− 1⟩ =

∞∑

n=0

dn+1

√
n+ 1 |n⟩ = α

∞∑

n=0

dn |n⟩ ,

(2.1.9)

results in a recursion relation dn+1

√
n+ 1 = dnα that is solved by dn = d0α

n/
√
n!.

The normalization

⟨α|α⟩ =
∞∑

n,m=0

|d0|2
α∗nαm

√
n!m!

⟨n|m⟩ = |d0|2
∞∑

n,m=0

|α|n
n!

= |d0|2e|α|
2
= 1 (2.1.10)

is guaranteed by d0 = e−|α|2/2,

|α⟩ = e−|α|2/2
∞∑

n=0

αn

√
n!

|n⟩ . (2.1.11)

Remembering the relation between a and position and momentum operators, see

Eq. (2.1.2), we see that the real part of α can be related to position and the imaginary

part of α can be related to momentum,

x |α⟩ =
√

2ℏ
mω

Re[α] |α⟩ , p |α⟩ =
√
2ℏmω Im[α] |α⟩ . (2.1.12)

Moreover, the position and momentum expectation values of coherent states obey the

classical equations of motion. These states might therefore be interpreted as the “most

classical quantum states”.

In systems with multiple harmonic oscillators, annihilation operators of oscillator A,

B, C, . . . are often denoted by aA = a, aB = b, aC = c, . . . . Studying unitary time

3Note that the same symbol |·⟩ as for Fock states is used even if α = n does not imply |α⟩ = |n⟩.
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evolutions, transforming between different reference frames is relevant. A transfor-

mation |ψ⟩ → U |ϕ⟩, with U = exp
(
−iωa†at

)
, of a system given by a Hamiltonian H

leads to

iℏ
d

dt
|ψ⟩ = H |ψ⟩ → iℏ

d

dt
(U |ϕ⟩) = iℏU̇ |ϕ⟩+ iℏU

d

dt
|ϕ⟩ = HU |ϕ⟩ , (2.1.13)

and the effective Hamiltonian for |ϕ⟩

iℏ
d

dt
|ϕ⟩ = Heff |ϕ⟩ = U †(HU − iℏU̇) |ϕ⟩ = (U †HU − ℏωa†a) |ϕ⟩ . (2.1.14)

Since U extracted the time evolution induced byH0 = ℏωa†a, the effective Hamiltonian

Heff for |ϕ⟩ is missing exactly this term in comparison to H for |ψ⟩. This frame is also

called the “rotating frame”. Note that in the majority of the thesis ℏ = 1 is chosen.

2.2 Spin

Another highly important quantum model are spins [Pauli (1925)] that will be consid-

ered in Ch. 8. A spin state |s,ms⟩ is defined by its quantum numbers s ∈ {n
2 |n ∈ N}

and ms = −s,−s + 1 . . . , s. In contrast to the infinite-dimensional creation and

annihilation operators of the quantum harmonic oscillator, vector representations

(s, s− 1, . . . ,−s) of spins are (2s+ 1)-dimensional. Spin-s operators Sj correspond

to the (2s + 1)-dimensional representation of the su(2) Lie algebra elements. The

traceless Hermitian elements T a of su(N) [Duistermaat and Kolk (2000)],

su(N) = {T a ∈ LC(C
N ,CN ) |T a† = T a and Tr[T a] = 0} , (2.2.1)

are the generators of the Lie group

SU(N) = {U ∈ U(N) |det(U) = 1} , (2.2.2)

called the special unitary group. Here, U = exp(i
∑

a xaT
a) with xa ∈ R are elements

of a subset of the unitary group [Duistermaat and Kolk (2000)]

U(N) = {U ∈ LC(C
N ,CN ) |U †U = 1} , (2.2.3)

where LC(C
N ,CN ) is the space of complex-linear maps CN → CN . The Spin-s

operators Sj obey4

[Si, Sj ] = i
∑

k

ϵijkS
k . (2.2.4)

4Note that we neglect factors of ℏ, i.e., we measure spin in multiples of ℏ.
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Here,

ϵijk =





1 for even permutations (i, j, k) of (x, y, z) ,

−1 for odd permutations (i, j, k) of (x, y, z) ,

0 else ,

(2.2.5)

is the Levi-Civita symbol. The spin operators are defined by their nonvanishing matrix

elements [Landau and Lifshitz (1977)]

⟨s,ms|Sx |s,ms − 1⟩ = ⟨s,ms − 1|Sx |s,ms⟩ =
1

2

√
(s+ms)(s−ms + 1) , (2.2.6)

⟨s,ms|Sy |s,ms − 1⟩ = −⟨s,ms − 1|Sy |s,ms⟩ =
1

2i

√
(s+ms)(s−ms + 1) , (2.2.7)

⟨s,ms|Sz |s,ms⟩ = ms . (2.2.8)

The quantum numbers mentioned in the beginning are the eigenvalues of the following

operators

S⃗2 |s,ms⟩ =
∑

j

Sj2 |s,ms⟩ = s(s+ 1) |s,ms⟩ , (2.2.9)

Sz |s,ms⟩ = ms |s,ms⟩ . (2.2.10)

Spin ladder operators are defined as S± = Sx ± iSy and raise and lower the ms

quantum number,

S± |s,ms⟩ =
√

(s∓ms)(s±ms + 1) |s,ms ± 1⟩
=
√
s(s+ 1)−ms(ms ± 1) |s,ms ± 1⟩ . (2.2.11)

Since thems quantum number is bounded, S+ |s, s⟩ = S− |s,−s⟩ = 0 and S±(2s+1) = 0.

The smallest but somewhat trivial spin is s = 0 which has only one state ms = 0,

i.e., it is a scalar. Since here S⃗2 |0, 0⟩ = 0, the spin vector has zero length and

Sj = 0. Therefore, a spin-0 object does not define a particular reference frame in the

three-dimensional spin space, i.e., it is spherically symmetric.

2.2.1 Spin-1/2

The smallest half-integer spin is s = 1/2 which has two states ms = ±1/2. The

most famous examples and applications are, e.g., electrons and qubits. The spin-1/2

operators

Sx =
1

2

(
0 1

1 0

)
, Sy =

1

2

(
0 −i

i 0

)
, Sz =

1

2

(
1 0

0 −1

)
, (2.2.12)
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obey Sj2 = 1/4, Tr[1] = 2, and

SiSj =
1

4
δij1+

i

2

∑

k

ϵijkS
k , (2.2.13)

Tr
[
Sj
]
= 0, Tr

[
SiSj

]
=

1

2
δij , Tr

[
SiSjSk

]
=

i

4
ϵijk . (2.2.14)

A spin-1/2 density matrix

ρ =
1

2
1+ n⃗S⃗ (2.2.15)

exhibits three real-valued degrees of freedom n⃗ ∈ R3. Purity, i.e., Tr
[
ρ2
]
= 1/2 +

Tr
[
(n⃗S⃗)2

]
= (1+ |n⃗|2)/2 = 1 is provided by unit length vectors n⃗. These n⃗ correspond

to states that lie on the so-called Bloch sphere. See Fig. 3.1 in the next chapter for a

visualization.

2.2.2 Spin-1

The next larger spin is s = 1 and has three states ms = −1, 0, 1. Its spin operators

Sx =
1√
2



0 1 0

1 0 1

0 1 0


 , Sy =

1√
2



0 −i 0

i 0 −i

0 i 0


 , Sz =



1 0 0

0 0 0

0 0 −1


 , (2.2.16)

obey Sj3 = Sj , Tr[1] = 3, and

Tr
[
Sj
]
= 0, Tr

[
SiSj

]
= 2δij , Tr

[
SiSjSk

]
= iϵijk, Tr

[
SiSjSkSl

]
= δijδkl + δilδjk .

(2.2.17)

The density matrix exhibits 32 − 1 = 8 (hermiticity and purity Tr[ρ] = 1) free

parameters that are restricted to guarantee positive semidefiniteness. One choice of

parameters are the expectation values of Sj , Sx2, Sz2, SxSy, SySz, and SzSx,

ρ =
1

3
1+

n⃗

2
S⃗ +

∑

ij

nijS
ij , (2.2.18)

where [Band and Park (1971)]

Sxx =



0 0 1

0 0 0

1 0 0


 , Szz =



1 0 0

0 −2 0

0 0 1


 , (2.2.19)

Sxy =



0 0 −i

0 0 0

i 0 0


 , Syz =

1√
2



0 −i 0

i 0 i

0 −i 0


 , Szx =

1√
2



0 1 0

1 0 −1

0 −1 0


 .

(2.2.20)

11



Chapter 2 Theoretical Background

2.3 Open Quantum Systems

Unitary time evolution originates from a Hamiltonian H and the Schrödinger equation

iℏ
d

dt
|ψ⟩ = H |ψ⟩ , (2.3.1)

where |ψ⟩ = U |ψ0⟩ with U = exp(−iHt/ℏ) solves the equation for time-independent H.

Some crucial features of unitary time evolutions are the preserving of norm, linearity,

and time reversibility. The last feature is a clear indication that the description of

nonreversible processes like decay is not included. In this section, which is based on

[Wiseman and Milburn (2009)], the quantum master equation of systems including

dissipative processes will be presented. This framework is highly relevant for the main

part of this thesis. In the following, we set ℏ = 1.

2.3.1 Lindblad Master Equation

To move from unitary time evolution of “closed quantum systems” to nonunitary time

evolutions of “open quantum systems”, we start by breaking the total Hilbert space

apart in the system S of interest and its environment E. The aim is to consider the

environment as a large reservoir, i.e., not significantly influenced by state changes in

the system, that couples to the system. The unitary time evolution of the density

matrix of the total system is

d

dt
ρtot = −i[HS +HE +Hint, ρtot] . (2.3.2)

Here, HS and HE are the individual Hamiltonians of the system and its environment

and Hint describes the interaction between both. In the rotating frame of the free

Hamiltonians HS +HE ,

ρtot = e−i(HS+HE)tρtot,inte
i(HS+HE)t , (2.3.3)

the time evolution obeys

d

dt
ρtot,int = −i[ei(HS+HE)tHinte

−i(HS+HE)t, ρtot,int] = −i[V, ρtot,int] . (2.3.4)

Similar to Eq. (2.1.14), this unitary transformation of the density matrix leads to the

subtraction of −i[HS +HE , ρtot,int] from Eq. (2.3.2). The formal solution

ρtot,int(t) = ρtot,int(0)− i

t∫

0

dt1[V (t1), ρtot,int(t1)] , (2.3.5)
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is used to find the equation of motion of the total system in the rotating frame by

inserting it back into Eq. (2.3.4),

d

dt
ρtot,int(t) = −i[V (t), ρtot,int(0)]−

t∫

0

dt1[V (t), [V (t1), ρtot,int(t1)]] . (2.3.6)

In the so-called Born approximation, a system that is initialized in an uncorrelated

state

ρtot,int(0) = ρS,int(0)⊗ ρE,int(0) , (2.3.7)

is assumed to stay uncorrelated,

ρtot,int(t) ≈ ρS,int(t)⊗ ρE,int(0) , (2.3.8)

if the system-environment coupling is weak. In this case, the state of the large

environment is approximately unchanged when the system state evolves. The second

term in Eq. (2.3.6) still depends on the full solution of the system state. To turn

this equation into a local-in-time differential equation, we have to assume that the

integrand is small except around t1 ≈ t. This, together with replacing the lower time

limit by −∞ is so-called Markov approximation,

d

dt
ρtot,int(t) = −i[V (t), ρtot,int(0)]−

t∫

−∞

dt1[V (t), [V (t1), ρS,int(t)⊗ ρE,int(0)]] . (2.3.9)

The Markov approximation is often interpreted as “the state does not have a memory”,

i.e., meaning the derivative of the state at time t should not depend on the full history

of the previous state evolution.

The Hamiltonian of the environment, also called bath or reservoir, is now assumed

to be a collection of many harmonic oscillators,

HE =
∑

k

ωkb
†
kbk , (2.3.10)

where the annihilation operators bk are commuting with each other [bj , b
†
k] = δjk

and the system annihilation operator [a, b
(†)
k ] = 0. The coupling is set to the Jaynes-

Cummings type [Jaynes and Cummings (1963)]

Hint =
∑

k

gk(a
† + a)(b†k + bk) , (2.3.11)

also called a dipole-dipole interaction. In the rotating frame of HS + HE , where

exp(iHSt)a exp(−iHSt) = ae−iωSt is assumed, two options arise. Either the sum ωS +

ωk of system and environment frequencies is large compared to their difference ωS−ωk

or vice versa. In the case ωS + ωk ≫ ωS − ωk, in the rotating-wave approximation,
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the rapidly oscillating terms proportional to abk and a†b†k average to zero on smaller

time scales than the evolution of the system. The resulting terms of the interaction

Hamiltonian in the rotating frame are

V =
∑

k

gk(a
†bke

−i(ωk−ωS)t + ab†ke
i(ωk−ωS)t) . (2.3.12)

To obtain an equation of motion for ρS,int, we have to take the partial trace over the

environment of Eq. (2.3.6). In the Born approximation, see Eq. (2.3.8), and initializing

the environment ρE,int(0) in the vacuum state, leads to

d

dt
ρS,int(t) =− i TrE [[V (t), ρS,int(t)⊗ ρE,int(0)]]

−
t∫

0

dt1TrE [[V (t), [V (t1), ρS,int(t1)⊗ ρE,int(0)]]]

=−
t∫

0

dt1
∑

k

g2ke
−i(ωk−ωS)(t−t1)(a†aρS,int(t1)− aρS,int(t1)a

†) + H.c. .

(2.3.13)

Here, the terms in the first line vanish since TrE [b
(†)
k ρE,int(0)] = 0. In the second line, we

additionally use TrE [b
†
jb

†
kρE,int(0)] = TrE [ρE,int(0)bjbk] = 0 and TrE [b

†
jρE,int(0)bk] =

δjk. The sum over k of the many coupling strengths g2k weighted by the complex

phase factor e−i(ωk−ωS)(t−t1) can be expected to be sharply located at t ≈ t1 due to

destructive interference of the many phase factors for t ≠ t1. This motivates the

Markov approximation ρS,int(t1) ≈ ρS,int(t). The value of the t1 integral over this

factor will feature a real part and an imaginary part,

−
t∫

0

dt1
∑

k

g2ke
−i(ωk−ωS)(t−t1)ρS,int(t1) ≈

(
i∆− κ

2

)
ρS,int(t) . (2.3.14)

The final result back in the nonrotating frame is the well-known Lindblad master

equation

d

dt
ρS =

d

dt
ρ = −i[HS +∆a†a, ρ] + κD[a](ρ) . (2.3.15)

Here, the state ρ of the system is evolving under its Hamiltonian HS and a correction

∆a†a and now additionally exhibits a decay with rate κ described by the Lindblad

dissipator

D[L](ρ) = LρL† − 1

2
(L†L+ ρL†L) . (2.3.16)
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The operators L are called Lindblad operators. Note that

D[L](UρU †) = UD[U †LU ](ρ)U † (2.3.17)

and

D[λL](ρ) = |λ|2D[L](ρ) (2.3.18)

were used to go back from the rotating to the nonrotating frame.

In the above derivation of the Lindblad master equation, we used the fact that the

interaction Hamiltonian of Eq. (2.3.11) is of the form

Hint =
∑

k

gk(l
†(a, a†) + l(a, a†))(b†k + bk) , (2.3.19)

where l(a, a†) transforms like exp(iHSt)l(a, a
†) exp(−iHSt) = l(a, a†)e−iωS,lt such that

a rotating-wave approximation can be made, see Eq. (2.3.12). Similar to the case

l(a, a†) = a discussed above, the resulting Lindblad operator in the effective master

equation of the system, see Eq. (2.3.15), is L = l(a, a†) and the Hamiltonian correction

is ∆L†L. In, e.g., Sec. 7.1.2 as well as Chs. 8 to 10, different choices of Lindblad

operators like L = an and L = a†m are considered.

Since in general D[L1 + L2](ρ) ̸= D[L1](ρ) + D[L2](ρ), the realization of multi-

ple Lindblad dissipation terms D[Lj ] requires independent baths, e.g., consider the

interaction Hamiltonian

Hint =
J∑

j=1

∑

k∈Kj

gk(L
†
j + Lj)(b

†
k + bk) , (2.3.20)

where J is the number of Lindblad dissipators and Kj are the disjoint sets of bath-mode

indices.

2.3.2 Engineered Dissipation

In experiments, decay is almost always present. Despite its negative connotation,

it can be used to engineer particular Lindblad dissipators as presented below, see

[Poyatos et al. (1996)]. Consider the total master equation

d

dt
ρ = −i[HS +Hint, ρ] + κD[c](ρ) , (2.3.21)

of a mode a of interest and a rapidly decaying mode c (κ ≫ g, ωS , where ωS is the

energy scale of HS), e.g., a lossy cavity or an ion transition starting from a short-lived

state. Both are coupled by the interaction Hamiltonian Hint = g l(a, a†)c† + H.c..

The time evolution of c is given by the Heisenberg equation of motion [Wiseman and

15
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Milburn (2009)]

d

dt
c = ig[l(a, a†)c† + l†(a, a†)c, c] + κ

(
c†cc− 1

2
(c†cc+ cc†c)

)
= −igl(a, a†)− κ

2
c .

(2.3.22)

If this mode is rapidly decaying in comparison to the time evolution of the system

mode a, it can be assumed to be in its steady state ċ = 0 during the time evolution of

a. The steady state solution

c = −2i
g

κ
l(a, a†) (2.3.23)

can be used to simplify the total time evolution of Eq. (2.3.21) to an effective time

evolution

d

dt
ρ = −i[HS , ρ] + 4

g2

κ
D[l(a, a†)](ρ) , (2.3.24)

where Hint → 0 and Eq. (2.3.18) is used. This method can be used to realize the

Lindblad operators L = an and L = a†m mentioned at the end of the previous section.

Moreover, coupling multiple modes aj of interest to the same lossy mode c leads to

a dissipative interaction, see [Metelmann and Clerk (2015)]. This is used in Ch. 9 to

engineer the collective decay of two modes: D[aA + aB].

2.4 State Representations

To compress the information about a state ρ stored in its many degrees of freedom,

e.g., for visualization, a particular state representation with fewer or more accessible

degrees of freedom has to be chosen. An overview of common examples is given in

the following. This section is based on Chapters 3 and 4 of [Carmichael (1999)] and

Chapter 3 of [Gerry and Knight (2004)].

2.4.1 Glauber-Sudarshan P Representation

The Glauber-Sudarshan P representation is defined as a quasi probability distribution

of coherent states forming a density matrix

ρ =

∫
d2α |α⟩⟨α|P (α, α∗) , (2.4.1)

or vice versa,

P (α, α∗) =
1

π2

∫
d2β eβ

∗α−βα∗
Tr[D(β, 1)ρ] , (2.4.2)
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where

D(β, s) = eβa
†−β∗a+s|β|2/2 = e(s−1)|β|2/2eβa

†
e−β∗a (2.4.3)

is a generalization of the standard displacement operator D(β) = D(β, 0). A coherent

state |α⟩, see Eq. (2.1.11), can be generated by applying D(α) to the ground state,

|α⟩ = e−|α|2/2
∞∑

n=0

αn

√
n!

|n⟩ = e−|α|2/2eαa
† |0⟩ = D(α) |0⟩ . (2.4.4)

Further useful identities of the displacement operator are

D†(α) = D(−α) , (2.4.5)

aD(α) = D(α)(a+ α) , (2.4.6)

D(α)a† = (a† − α∗)D(α) , (2.4.7)

D(β) |α⟩ = e(βα
∗−β∗α)/2 |α+ β⟩ . (2.4.8)

Given a Lindblad Master equation, that defines the time evolution of ρ, the corre-

sponding equation of motion of the state representation function P (α, α∗, t) can be

obtained as follows. The creation and annihilation operators that act on |α⟩⟨α| can be

expressed by derivatives with respect to α and α∗ using

∂α |α⟩⟨α| = ∂α(e
−|α|2eαa

† |0⟩⟨0| eα∗a) = (a† − α∗) |α⟩⟨α| , (2.4.9)

∂α∗ |α⟩⟨α| = ∂α∗(e−|α|2eαa
† |0⟩⟨0| eα∗a) = |α⟩⟨α| (a− α) . (2.4.10)

By inserting Eq. (2.4.1) in the Lindblad master equation, terms of the form

f(a†, a)ρ =

∫
d2αP (α, α∗, t)f(a†, a) |α⟩⟨α| , (2.4.11)

ρ g(a†, a) =

∫
d2αP (α, α∗, t) |α⟩⟨α| g(a†, a) , (2.4.12)

can be identified and replaced using Eqs. (2.4.9) and (2.4.10). By partial integration,

the derivatives that act on |α⟩⟨α| can be moved to act on P (α, α∗, t).

A state that exhibits negative values of its corresponding P is defined to be non-

classical.

2.4.2 Husimi Q Function

Another famous probability distribution is the Husimi Q function [Husimi (1940)]

which will be relevant in, e.g., Secs. 7.1.1 and 7.2.1 as well as Ch. 8. Its definition

Q(α, α∗) =
1

π2

∫
d2β eβ

∗α−βα∗
Tr[D(β,−1)ρ] =

1

π

∫
d2β e−|α−β|2P (β, β∗)

=
1

π
⟨α| ρ |α⟩ , (2.4.13)
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note the similarity to Eq. (2.4.2), can be written as the projection of a state ρ

onto coherent states |α⟩. The exponential in the second equation in the first line of

Eq. (2.4.13) can be interpreted as a Gaussian filter leading to smoothing of P . The

last line of Eq. (2.4.13) together with
∫
d2α |α⟩⟨α| = π1 shows that Q is a proper

probability distribution, i.e., normalized to one and nonnegative.

2.4.3 Wigner Function

Maybe the most famous quasi probability distribution is the Wigner function,

W (α, α∗) =
1

π2

∫
d2β eβ

∗α−βα∗
Tr[D(β, 0)ρ] =

2

π

∫
d2β e−2|α−β|2P (β, β∗) . (2.4.14)

Note the similarity to Eqs. (2.4.2) and (2.4.13). It will be the standard function to

visualize states in this thesis.

As an example, the Wigner function of a coherent state,

W (α, α∗) =
2

π
e−2|α−β|2 , (2.4.15)

is nonnegative. In contrast, the Wigner function of the Fock state |n⟩,

W (α, α∗) = (−1)n
2

π
L0
n(4|α|2)e−2|α|2 , (2.4.16)

where L0
n is a Laguerre polynomial, see Eq. (3.3.12), features negative values. The

definition of nonclassical states given in Sec. 2.4.1 partially applies to the Wigner

function: if the Wigner function features negative values, the state is nonclassical.

An example for which the other direction is not true are squeezed states [Gerry and

Knight (2004)],

|ζ⟩ = e(ζ
∗a2−ζa†2)/2 |0⟩ , (2.4.17)

with Wigner function

W (α, α∗) =
2

π
exp

(
−Re[α]2e−2|ζ| + Im[α]2e2|ζ|

2

)
. (2.4.18)

In comparison to Eq. (2.4.3), the squeezing operator can be interpreted as a general-

ization of the displacement operator to higher-orders of a. Squeezing of even higher

orders is visualized in Fig. 7.3.
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Chapter 3

Quantum Computing and Quantum

Simulation

In the 1980s, inspirational suggestions have been made to consider a quantum descrip-

tion of computers [Benioff (1980)], or vice versa, quantum systems as platforms for

computation [Feynman (1982)]. Shortly thereafter, a handful of elementary algorithms

[Deutsch and Penrose (1985), Deutsch and Jozsa (1992), Simon (1997), Bernstein and

Vazirani (1997)] as well as more advanced algorithms like Grover’s algorithm [Grover

(1996)] and Shor’s algorithm [Shor (1997)] have been published

3.1 Universal Quantum Computing

These quantum algorithms mentioned above, rely on quantum computation and

quantum information. The terms quantum computing and quantum computation

will be mostly used as synonyms, similar for quantum information and quantum

information processing. This section is based on [Nielsen and Chuang (2010)].

3.1.1 Qubits and Quantum Gates

The fundamental building block of a classical computer is a bit c which can take two

values c ∈ {0, 1}. Similarly, the fundamental building block of a quantum computer

and quantum information is called a quantum bit (qubit). It is a quantum mechanical

two-level system, i.e., a spin-1/2, whose states are most often defined as

|0⟩ ↔
(
1

0

)
, |1⟩ ↔

(
0

1

)
. (3.1.1)

The state space of an arbitrary pure qubit state |ψ⟩ = α |0⟩+ β |1⟩ with α, β ∈ C is

limited due to the normalization condition

⟨ψ|ψ⟩ = (α∗ ⟨0|+ β∗ ⟨1|)(α |0⟩+ β |1⟩) = |α|2 + |β|2 = 1 , (3.1.2)
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(a)
<latexit sha1_base64="za0fN06fedp3WzCUMXeYi43q/cU=">AAAD/3ichVPLbhMxFD3pAH3wamHJJiICsYpmUAVdVuIhNkhFIk2ltkIzEzdYmRe2UxRGWfAJbOED2CG2fAr/woLjmwkShDQeee718b3nPmwnVaatC8OfrbXg0uUr6xubW1evXb9xc3vn1qEtxyZVvbTMSnOUxFZlulA9p12mjiqj4jzJVD8ZPfH7/XNlrC6L125SqdM8Hhb6TKexI9Q/GSlXh9M3252wG8poLypRo3TQjINyp/UOJxigRIoxcigUcNQzxLD8jhEhREXsFDUxQ03LvsIUW/Qd00rRIiY64n/I1XGDFlx7TiveKaNknIaebdzjfC6MCa19VEXdUv7i/CDYcGmEWph9hhPKhIybwviSuMNbWqzyzBvLeS6rPX1VDmfYk2o086sE8XWmf3iecscQG8lOG8/EckiORNbn7EBB2WMGvstzhrZUPKCMRSphKRrGmHyG0nff57O8uoo1TLjjT8lecEY1Y1hWU0rvL7KzzW3wvRmIpbedZafwXs41l376vGu5T1OR8x4barWgszjL/DS//3nqlZ5K7uOip0f9q4j+fQOLyuHDbvSoG73a7ezfb97HBu7gLh7wDTzGPl7ggKfmO/MJn/El+Bh8Db4F32ema63G5zb+GsGP3ym3zx0=</latexit>|0i

<latexit sha1_base64="t3YQC+0zPxQtk9WU38fQMyhMjTE=">AAAD/3ichVPLbhMxFD3pAH3wamHJJiICsYpmUAVdVuIhNkhFIk2ltkIzEzdYmRe2UxRGWfAJbOED2CG2fAr/woLjmwkShDQeee718b3nPmwnVaatC8OfrbXg0uUr6xubW1evXb9xc3vn1qEtxyZVvbTMSnOUxFZlulA9p12mjiqj4jzJVD8ZPfH7/XNlrC6L125SqdM8Hhb6TKexI9Q/GSlXR9M3252wG8poLypRo3TQjINyp/UOJxigRIoxcigUcNQzxLD8jhEhREXsFDUxQ03LvsIUW/Qd00rRIiY64n/I1XGDFlx7TiveKaNknIaebdzjfC6MCa19VEXdUv7i/CDYcGmEWph9hhPKhIybwviSuMNbWqzyzBvLeS6rPX1VDmfYk2o086sE8XWmf3iecscQG8lOG8/EckiORNbn7EBB2WMGvstzhrZUPKCMRSphKRrGmHyG0nff57O8uoo1TLjjT8lecEY1Y1hWU0rvL7KzzW3wvRmIpbedZafwXs41l376vGu5T1OR8x4barWgszjL/DS//3nqlZ5K7uOip0f9q4j+fQOLyuHDbvSoG73a7ezfb97HBu7gLh7wDTzGPl7ggKfmO/MJn/El+Bh8Db4F32ema63G5zb+GsGP3y1Nzx4=</latexit>|1i

<latexit sha1_base64="94BKOWNBYpmnhM1lFo5+tdg3FCA=">AAAD+XichVPLbtNAFD2pefTBo4VlNxFREavIripgWQlasanUSqStVCpkO9N0FL+YcQqplS9gWz6AXcWWr+m/sODMjYMEIc1Y43vnzL3nPmYmKhJtS9+/aSx4d+7eu7+4tLzy4OGjx6trTw5tPjCx6sR5kpvjKLQq0ZnqlLpM1HFhVJhGiTqK+m/c/tGFMlbn2ftyWKjTNOxl+kzHYUno4MvH1Zbf9mU0p5WgVlqox36+1viED+giR4wBUihkKKknCGH5nSCAj4LYKSpihpqWfYURluk7oJWiRUi0z3+Pq5Mazbh2nFa8Y0ZJOA09m9jg3BXGiNYuqqJuKX9xXgrWmxmhEmaX4ZAyIuOSMO4RL3FOi3meaW05yWW+p6uqxBleSzWa+RWCuDrjPzxvuWOI9WWniR2x7JEjkvUFO5BRdpiB6/KEoSkVdylDkUpYspoxJJ+hdN13+cyurmANQ+64U7K3nFHFGJbV5NL72+xsfRtcb7pi6WzH2Sl8lnNNpZ8u70ru00jkpMeGWiXoOM4sP83vf556rqeS+zjt6dARX0Xw7xuYVg4328HLdnCw1dp+Xr+PRazjGV7wDbzCNt5hn6cWk/MrrvDNq7zv3rX3Y2y60Kh9nuKv4f38De5gzJE=</latexit>

x

<latexit sha1_base64="yHSEZXt1ihLvNQPbOOIe0U928WA=">AAAD+XichVPLbtNAFD2pKX1AoYVlNxERiFVkV4h2WalQsUFqJdJWKhWynWk6il/MOK1SK1/AtnwAO8SWr+m/sODMjYMEIc1Y43vnzL3nPmYmKhJtS9+/bSx49xbvLy2vrD54uPbo8frGkyObD0ysOnGe5OYkCq1KdKY6pS4TdVIYFaZRoo6j/p7bP75Uxuo8+1AOC3WWhr1Mn+s4LAkdDj+tt/y2L6M5rQS10kI9DvKNxmd8RBc5YgyQQiFDST1BCMvvFAF8FMTOUBEz1LTsK4ywSt8BrRQtQqJ9/ntcndZoxrXjtOIdM0rCaejZxHPOfWGMaO2iKuqW8hfntWC9mREqYXYZDikjMq4I43viJS5oMc8zrS0nucz3dFWVOMeOVKOZXyGIqzP+w/OGO4ZYX3aaeCuWPXJEsr5kBzLKDjNwXZ4wNKXiLmUoUglLVjOG5DOUrvsun9nVFaxhyB13SvaOM6oYw7KaXHp/l52tb4PrTVcsne04O4UrOddU+unyruQ+jUROemyoVYKO48zy0/z+56nneiq5j9OeDh3xVQT/voFp5WirHbxuB4evWrsv6vexjE08w0u+gW3s4h0OeGoxOb/gBl+9yvvmffd+jE0XGrXPU/w1vJ+/AfH1zJI=</latexit>y

<latexit sha1_base64="CkW9p2q6iYlurrm1/piIFLmKKz4=">AAAD+XichVPLTttAFD3BfQB98Vh2EzVq1VVkV6jtEqktYoMEUgNIFFW2M6Sj+NUZhypY+QK29AO6Q2z5mv4LC87cOJXaNGSs8b1z5t5zHzMTFYm2pe//bix49+4/eLi4tPzo8ZOnz1ZW1/ZtPjCx6sR5kpvDKLQq0ZnqlLpM1GFhVJhGiTqI+h/c/sGpMlbn2edyWKjjNOxl+kTHYUlo7+zrSstv+zKa00pQKy3UYzdfbXzHF3SRI8YAKRQylNQThLD8jhDAR0HsGBUxQ03LvsIIy/Qd0ErRIiTa57/H1VGNZlw7TiveMaMknIaeTbzk3BLGiNYuqqJuKW84zwTrzYxQCbPLcEgZkXFJGHeIl/hGi3meaW05yWW+p6uqxAneSzWa+RWCuDrjPzwfuWOI9WWniU9i2SNHJOtTdiCj7DAD1+UJQ1Mq7lKGIpWwZDVjSD5D6brv8pldXcEahtxxp2TvOKOKMSyryaX3d9nZ+ja43nTF0tmOs1P4IeeaSj9d3pXcp5HISY8NtUrQcZxZfprf/zz1XE8l93Ha06Ejvorg3zcwrey/aQdv28HeRmvzVf0+FvEcL/Cab+AdNrGNXZ5aTM5zXOCnV3m/vEvvamy60Kh91vHX8K5vAfWKzJM=</latexit>

z

<latexit sha1_base64="U7N31Uyhvb5HWnQVDss+95nCIfw=">AAAD+3ichVPLbtNAFD2pefQB9MGym4i0UtlENkKFZSUoYlOpCNJWaitkO9Mwil/MOEXByiewhQ9gh7rtx/AvLDhz4yBBSDPW+N45c++5j5mJikTb0vd/Nha8W7fv3F1cWl65d//B6tr6xpHNByZWnThPcnMShVYlOlOdUpeJOimMCtMoUcdR/4XbP75Uxuo8e1cOC3Wehr1MX+g4LAm93Ykev19r+W1fRnNaCWqlhXoc5uuNjzhDFzliDJBCIUNJPUEIy+8UAXwUxM5RETPUtOwrjLBM3wGtFC1Con3+e1yd1mjGteO04h0zSsJp6NnENucrYYxo7aIq6pbyF+dnwXozI1TC7DIcUkZkXBLGA+IlPtBinmdaW05yme/pqipxgedSjWZ+hSCuzvgPz0vuGGJ92WliXyx75IhkfckOZJQdZuC6PGFoSsVdylCkEpasZgzJZyhd910+s6srWMOQO+6U7A1nVDGGZTW59P4mO1vfBtebrlg623F2Cp/kXFPpp8u7kvs0EjnpsaFWCTqOM8tP8/ufp57rqeQ+Tns6dMRXEfz7BqaVoyftYLcdvHna2tuq38ciNvEIO3wDz7CH1zjkqcXsyhd8xTdv5H33fnhXY9OFRu3zEH8N7/o3D9nM3g==</latexit>

(b)
<latexit sha1_base64="FsI/riCIj6Mb0cy6fmdMEeH8V14=">AAAD+3ichVPLbtNAFD2pefQB9MGym4i0UtlENkKFZSUoYlOpCNJWaitkO9Mwil/MOEXByiewhQ9gh7rtx/AvLDhz4yBBSDPW+N45c++5j5mJikTb0vd/Nha8W7fv3F1cWl65d//B6tr6xpHNByZWnThPcnMShVYlOlOdUpeJOimMCtMoUcdR/4XbP75Uxuo8e1cOC3Wehr1MX+g4LAm93Ykfv19r+W1fRnNaCWqlhXoc5uuNjzhDFzliDJBCIUNJPUEIy+8UAXwUxM5RETPUtOwrjLBM3wGtFC1Con3+e1yd1mjGteO04h0zSsJp6NnENucrYYxo7aIq6pbyF+dnwXozI1TC7DIcUkZkXBLGA+IlPtBinmdaW05yme/pqipxgedSjWZ+hSCuzvgPz0vuGGJ92WliXyx75IhkfckOZJQdZuC6PGFoSsVdylCkEpasZgzJZyhd910+s6srWMOQO+6U7A1nVDGGZTW59P4mO1vfBtebrlg623F2Cp/kXFPpp8u7kvs0EjnpsaFWCTqOM8tP8/ufp57rqeQ+Tns6dMRXEfz7BqaVoyftYLcdvHna2tuq38ciNvEIO3wDz7CH1zjkqcXsyhd8xTdv5H33fnhXY9OFRu3zEH8N7/o3E2/M3w==</latexit>

(c)
<latexit sha1_base64="za0fN06fedp3WzCUMXeYi43q/cU=">AAAD/3ichVPLbhMxFD3pAH3wamHJJiICsYpmUAVdVuIhNkhFIk2ltkIzEzdYmRe2UxRGWfAJbOED2CG2fAr/woLjmwkShDQeee718b3nPmwnVaatC8OfrbXg0uUr6xubW1evXb9xc3vn1qEtxyZVvbTMSnOUxFZlulA9p12mjiqj4jzJVD8ZPfH7/XNlrC6L125SqdM8Hhb6TKexI9Q/GSlXh9M3252wG8poLypRo3TQjINyp/UOJxigRIoxcigUcNQzxLD8jhEhREXsFDUxQ03LvsIUW/Qd00rRIiY64n/I1XGDFlx7TiveKaNknIaebdzjfC6MCa19VEXdUv7i/CDYcGmEWph9hhPKhIybwviSuMNbWqzyzBvLeS6rPX1VDmfYk2o086sE8XWmf3iecscQG8lOG8/EckiORNbn7EBB2WMGvstzhrZUPKCMRSphKRrGmHyG0nff57O8uoo1TLjjT8lecEY1Y1hWU0rvL7KzzW3wvRmIpbedZafwXs41l376vGu5T1OR8x4barWgszjL/DS//3nqlZ5K7uOip0f9q4j+fQOLyuHDbvSoG73a7ezfb97HBu7gLh7wDTzGPl7ggKfmO/MJn/El+Bh8Db4F32ema63G5zb+GsGP3ym3zx0=</latexit>|0i

<latexit sha1_base64="t3YQC+0zPxQtk9WU38fQMyhMjTE=">AAAD/3ichVPLbhMxFD3pAH3wamHJJiICsYpmUAVdVuIhNkhFIk2ltkIzEzdYmRe2UxRGWfAJbOED2CG2fAr/woLjmwkShDQeee718b3nPmwnVaatC8OfrbXg0uUr6xubW1evXb9xc3vn1qEtxyZVvbTMSnOUxFZlulA9p12mjiqj4jzJVD8ZPfH7/XNlrC6L125SqdM8Hhb6TKexI9Q/GSlXR9M3252wG8poLypRo3TQjINyp/UOJxigRIoxcigUcNQzxLD8jhEhREXsFDUxQ03LvsIUW/Qd00rRIiY64n/I1XGDFlx7TiveKaNknIaebdzjfC6MCa19VEXdUv7i/CDYcGmEWph9hhPKhIybwviSuMNbWqzyzBvLeS6rPX1VDmfYk2o086sE8XWmf3iecscQG8lOG8/EckiORNbn7EBB2WMGvstzhrZUPKCMRSphKRrGmHyG0nff57O8uoo1TLjjT8lecEY1Y1hWU0rvL7KzzW3wvRmIpbedZafwXs41l376vGu5T1OR8x4barWgszjL/DS//3nqlZ5K7uOip0f9q4j+fQOLyuHDbvSoG73a7ezfb97HBu7gLh7wDTzGPl7ggKfmO/MJn/El+Bh8Db4F32ema63G5zb+GsGP3y1Nzx4=</latexit>|1i

<latexit sha1_base64="94BKOWNBYpmnhM1lFo5+tdg3FCA=">AAAD+XichVPLbtNAFD2pefTBo4VlNxFREavIripgWQlasanUSqStVCpkO9N0FL+YcQqplS9gWz6AXcWWr+m/sODMjYMEIc1Y43vnzL3nPmYmKhJtS9+/aSx4d+7eu7+4tLzy4OGjx6trTw5tPjCx6sR5kpvjKLQq0ZnqlLpM1HFhVJhGiTqK+m/c/tGFMlbn2ftyWKjTNOxl+kzHYUno4MvH1Zbf9mU0p5WgVlqox36+1viED+giR4wBUihkKKknCGH5nSCAj4LYKSpihpqWfYURluk7oJWiRUi0z3+Pq5Mazbh2nFa8Y0ZJOA09m9jg3BXGiNYuqqJuKX9xXgrWmxmhEmaX4ZAyIuOSMO4RL3FOi3meaW05yWW+p6uqxBleSzWa+RWCuDrjPzxvuWOI9WWniR2x7JEjkvUFO5BRdpiB6/KEoSkVdylDkUpYspoxJJ+hdN13+cyurmANQ+64U7K3nFHFGJbV5NL72+xsfRtcb7pi6WzH2Sl8lnNNpZ8u70ru00jkpMeGWiXoOM4sP83vf556rqeS+zjt6dARX0Xw7xuYVg4328HLdnCw1dp+Xr+PRazjGV7wDbzCNt5hn6cWk/MrrvDNq7zv3rX3Y2y60Kh9nuKv4f38De5gzJE=</latexit>

x

<latexit sha1_base64="yHSEZXt1ihLvNQPbOOIe0U928WA=">AAAD+XichVPLbtNAFD2pKX1AoYVlNxERiFVkV4h2WalQsUFqJdJWKhWynWk6il/MOK1SK1/AtnwAO8SWr+m/sODMjYMEIc1Y43vnzL3nPmYmKhJtS9+/bSx49xbvLy2vrD54uPbo8frGkyObD0ysOnGe5OYkCq1KdKY6pS4TdVIYFaZRoo6j/p7bP75Uxuo8+1AOC3WWhr1Mn+s4LAkdDj+tt/y2L6M5rQS10kI9DvKNxmd8RBc5YgyQQiFDST1BCMvvFAF8FMTOUBEz1LTsK4ywSt8BrRQtQqJ9/ntcndZoxrXjtOIdM0rCaejZxHPOfWGMaO2iKuqW8hfntWC9mREqYXYZDikjMq4I43viJS5oMc8zrS0nucz3dFWVOMeOVKOZXyGIqzP+w/OGO4ZYX3aaeCuWPXJEsr5kBzLKDjNwXZ4wNKXiLmUoUglLVjOG5DOUrvsun9nVFaxhyB13SvaOM6oYw7KaXHp/l52tb4PrTVcsne04O4UrOddU+unyruQ+jUROemyoVYKO48zy0/z+56nneiq5j9OeDh3xVQT/voFp5WirHbxuB4evWrsv6vexjE08w0u+gW3s4h0OeGoxOb/gBl+9yvvmffd+jE0XGrXPU/w1vJ+/AfH1zJI=</latexit>y

<latexit sha1_base64="CkW9p2q6iYlurrm1/piIFLmKKz4=">AAAD+XichVPLTttAFD3BfQB98Vh2EzVq1VVkV6jtEqktYoMEUgNIFFW2M6Sj+NUZhypY+QK29AO6Q2z5mv4LC87cOJXaNGSs8b1z5t5zHzMTFYm2pe//bix49+4/eLi4tPzo8ZOnz1ZW1/ZtPjCx6sR5kpvDKLQq0ZnqlLpM1GFhVJhGiTqI+h/c/sGpMlbn2edyWKjjNOxl+kTHYUlo7+zrSstv+zKa00pQKy3UYzdfbXzHF3SRI8YAKRQylNQThLD8jhDAR0HsGBUxQ03LvsIIy/Qd0ErRIiTa57/H1VGNZlw7TiveMaMknIaeTbzk3BLGiNYuqqJuKW84zwTrzYxQCbPLcEgZkXFJGHeIl/hGi3meaW05yWW+p6uqxAneSzWa+RWCuDrjPzwfuWOI9WWniU9i2SNHJOtTdiCj7DAD1+UJQ1Mq7lKGIpWwZDVjSD5D6brv8pldXcEahtxxp2TvOKOKMSyryaX3d9nZ+ja43nTF0tmOs1P4IeeaSj9d3pXcp5HISY8NtUrQcZxZfprf/zz1XE8l93Ha06Ejvorg3zcwrey/aQdv28HeRmvzVf0+FvEcL/Cab+AdNrGNXZ5aTM5zXOCnV3m/vEvvamy60Kh91vHX8K5vAfWKzJM=</latexit>

z

Figure 3.1: Bloch sphere state representations. (a) A pure state (red arrow) can be de-
scribed by two angles θ and ϕ. (b) Arbitrary rotations (purple circle) of |0⟩ around n⃗∗ =
(cos(π/8), sin(π/8), cos(π/8)) (purple arrow with solid head), see Eq. (3.1.12), can be approxi-
mated by R∗n. The dots correspond to R∗n |0⟩ for n = 0, 1, 2, 3, 4, 5, 6. Note that R∗6 |0⟩ ≠ |0⟩.
(c) Arbitrary rotations (green circle) of |0⟩ around m⃗∗ = (cos(π/8),− sin(π/8), cos(π/8))
(green arrow with solid head), see Eq. (3.1.13), can be approximated by (HR∗H)n.

which is used to fix the magnitude of the coefficients. A common parametrization is

|ψ⟩ = cos(θ/2) |0⟩+ eiϕ sin(θ/2) |1⟩ , (3.1.3)

where θ ∈ [0, π] and ϕ ∈ [0, 2π]. The state can be visualized as a three-dimensional

real-valued vector connecting the origin with a point on the so-called Bloch sphere of

unit radius, see Fig. 3.1(a).

In the qubit Hilbert space, arbitrary transformations that preserve the norm of the

state are described by unitary SU(2) operators

U = eiη exp

(
− i

2
n⃗σ⃗

)
= eiη cos

( |n⃗|
2

)
1− ieiη sin

( |n⃗|
2

)
n⃗

|n⃗| σ⃗ , (3.1.4)

where σ⃗ is the vector of Pauli matrices

σx = X = |1⟩⟨0|+ |0⟩⟨1| ↔
(
0 1

1 0

)
, (3.1.5)

σy = Y = i |1⟩⟨0| − i |0⟩⟨1| ↔
(
0 −i

i 0

)
, (3.1.6)

σz = Z = |0⟩⟨0| − |1⟩⟨1| ↔
(
1 0

0 −1

)
. (3.1.7)

The unitary operator in Eq. (3.1.4) can be interpreted as a SO(3) rotation of states on

the Bloch sphere with angle |n⃗| around the axis n⃗/|n⃗|. Rotations around the individual

axes are defined as

RX(ϕ) = exp

(
− i

2
ϕX

)
, RY (ϕ) = exp

(
− i

2
ϕY

)
, RZ(ϕ) = exp

(
− i

2
ϕZ

)
. (3.1.8)
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3.1 Universal Quantum Computing

On actual quantum hardware, not all of these operations, called “gates” like in

classical computing, have to implemented physically. For example, since RZ can

be realized virtually [McKay et al. (2017)], a rotation around the x-axis can be

realized effectively by a fixed rotation around the x-axis, i.e., the Hardamard gate

H = (X + Z)/
√
2 = −iRZ(π/2)RX(π/2)RZ(π/2), and virtual rotations around the

z-axis,

RX(θ) = HRZ(θ)H . (3.1.9)

In general, the less gates that need to be calibrated the better. However, this approach

of replacing a single parametrized gate by a sequence of few calibrated gates is only

preferable if the few gates have low error. An alternative way of expressing the general

single-qubit gate U of Eq. (3.1.4) using the elementary rotations defined in Eq. (3.1.8)

is

U = eiηRZ(ϕ)RY (θ)RZ(γ) = eiηRZ(ϕ+ π/2)RX(θ)RZ(γ − π/2) . (3.1.10)

Other relevant gates are the S and T gate that obey Z = S2 = T 4,

S =

(
1 0

0 i

)
, T =

(
1 0

0 eiπ/4

)
. (3.1.11)

Using only T and H gates, a rotation around n⃗∗/|n⃗∗|, where

n⃗∗ = (cos(π/8), sin(π/8), cos(π/8)) , (3.1.12)

by an irrational rotation angle θ∗, that is implicitly defined by cos(θ∗/2) = cos2(π/8),

can be realized by the gate R∗ = THTH. Since 3θ∗/π ≈ 1.046657, R∗6 almost matches

−i1, i.e., since θ∗ is irrational, an integer multiple of rotations R∗ do not come back to

the initial starting point, see Fig. 3.1(b). Thus, this small discrepancy leads to the fact

that R∗n can approximate any rotation around the axis n⃗∗/|n⃗∗|. Since furthermore

HR∗H corresponds to a rotation around a linearly independent axis m⃗∗/|m⃗∗|, where

m⃗∗ = (cos(π/8),− sin(π/8), cos(π/8)) , (3.1.13)

see Fig. 3.1(c), an arbitrary single-qubit gate can be realized by only using T and H

gates,

U = R∗k1(HR∗H)k2R∗k3 . (3.1.14)

The exponents kj have to be chosen such that U approximates the desired gate up

to the required accuracy. In conclusion, if a quantum computer can apply a large

number of gates efficiently enough, only two gates (T and H) have to be implemented

physically to realize any single-qubit operation!

In a useful algorithm, more than one qubit is needed. Quantum states of n qubits,
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Chapter 3 Quantum Computing and Quantum Simulation

a so-called register, are defined by tensor products

|qn−1qn−2 . . . q1q0⟩ = |qn−1⟩n−1 ⊗ |qn−2⟩n−2 ⊗ · · · ⊗ |q1⟩1 ⊗ |q0⟩0 ↔ |z⟩ . (3.1.15)

The symbol |qj⟩j denotes that the jth qubit is in state qj ∈ {0, 1}. Sometimes,

the index j that indicates the difference between multiqubit and single-qubit states

as well as ⊗ are omitted. Here, we use the standard convention of binary number

representation z =
∑n−1

j=0 qj2
j such that the multiqubit state can be written as |z⟩.

A fundamental two-qubit gate is the CNOT gate,

CNOT(1, 0) |q1⟩1 ⊗ |q0⟩0 = |q1⟩1 ⊗ |q1 ⊕ q0⟩0 , (3.1.16)

CNOT(0, 1) |q1⟩1 ⊗ |q0⟩0 = |q1 ⊕ q0⟩1 ⊗ |q0⟩0 , (3.1.17)

where the first index corresponds to the control qubit and the second index to the

target qubit. Here, ⊕ denotes a cyclical addition,

q1 ⊕ q0 = (q0 + q1)mod 2 . (3.1.18)

Therefore, if the control qubit is in state |0⟩i, then the target qubit state remains

unchanged. If the control qubit is in state |1⟩i, then an X gate is applied to the target

state, i.e., X |qj⟩j = |qj ⊕ 1⟩j . Note that this conditional behavior of applying an

X gate on the target qubit or not does not involve a measurement. If the control

qubit is in a superposition, the total state will also be in a superposition, e.g., for the

maximally entangled Bell state

|B00⟩ = CNOT(1, 0)(H |0⟩1)⊗ |0⟩0 = (|00⟩+ |11⟩)/
√
2 . (3.1.19)

Here, entanglement is quantified by the von Neumann entropy [Neumann (1927c)]

S(Trj [ρ]) = −Tr[Trj [ρ] ln(Trj [ρ])] = −
∑

k

λk ln(λk) , (3.1.20)

where λk are the eigenvalues of the state reduced density matrix Trj [ρ]. The partial

trace Trj traces out only states of qubit j.

The H, S, and CNOT gate are elements of the so-called Clifford group. Together

with the T gate, they form a set of universal quantum gates, meaning any unitary two-

qubit operation can be represented as a sequence of these gates. Note the redundancy

S = T 2. Furthermore, an n-qubit unitary operator can be decomposed into sequences

of two-qubit unitaries [Barenco et al. (1995)].

3.1.2 Quantum Algorithms

Using the universal gate set {H,S,CNOT, T}, any n-qubit unitary operation can be

constructed. In general, quantum algorithms consist of sequences of many gates and

are presented in a circuit diagram. The standard readout method is to measure every

qubit in the Z basis at the end of the circuit. Here, the final state |ψ⟩ = Ucircuit |0⟩⊗n =
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Ucircuit |0⟩n−1 ⊗ · · · ⊗ |0⟩0 will be projected onto possible outcomes qn−1 . . . q0 with

the probability | ⟨qn−1 . . . q0|ψ⟩ |2. Here, we will look at some basic example circuits.

The visualizations of the quantum circuits shown below are generated using Qiskit

[Javadi-Abhari et al. (2024)].

The previously mentioned Bell state |B00⟩ is generated by the circuit

q0 : H •
q1 :

Each qubit in the register has its own timeline of gates that are applied to it and

is initialize to |0⟩. The “time” (order of operations) flows from left to right, i.e., the

opposite direction of matrix multiplication. Single-qubit gates appear as boxes and

multiqubit gates are connected to all qubit lines they are applied to. The CNOT gate

is connected to the line of the control qubit with a solid dot and to the line of the

target qubit with the ⊕ symbol, see Eq. (3.1.18). A solid (empty) dot means that the

rest of the gate operation is active if the control qubit is in state |1⟩ (|0⟩). Another
important two-qubit gate is the SWAP gate

q0 : × •
q1 : × •

q0 : • •
q1 : •

which can be constructed using three CNOTs. It swaps the state of the two connected

qubits. Multiple swaps can be used to virtually move qubits around in the register

such that two-qubit gates between distant qubits can be executed.

An example for a three-qubit gate is the Toffoli gate

q0 : •
q1 : •
q2 :

q0 : • • • • T

q1 : • • T† T† S

q2 : H T† T T† T H

Here, an X gate is applied to the last qubit if both q0 and q1 are in the state |1⟩. Note
that T † = T 3Z. Interestingly, applying an X gate to q2 after the Toffoli gate, the

classical NAND gate q2 = ¬(q0 ∧ q1) is realized. The NAND gate is the universal gate

of classical computing [Mano and Ciletti (2013)], i.e., it can be used to implement any

logical operation and therefore any algorithm. Thus, any classical algorithm can be

implemented on a quantum computer.

The arguably most famous quantum algorithm is the Shor algorithm [Shor (1997)]. It

can be used to speed up prime factorization, whose difficulty is essential for the security

of RSA encryption [Rivest et al. (1978)], from exponential scaling to polynomial scaling.

A detailed description can be found in Ch. 5 of [Nielsen and Chuang (2010)].

Another important class of gate sequences are error correction codes that provide

protection against certain errors. Famous examples are the Shor code [Shor (1995)], the

toric code [Kitaev (1997)], the color code [Bombin and Martin-Delgado (2006), Bombin

and Martin-Delgado (2007)], low-density parity-check codes [Gottesman (2014)], the

binomial code [Michael et al. (2016)], and the cat code [Ofek et al. (2016)].
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3.2 Digital Quantum Simulation

A perfectly operating quantum computer can be used to simulate the unitary time

evolution of a quantum system. The Suzuki-Trotter decomposition [Trotter (1959),

Suzuki (1976)] can be used to split the time evolution of a Hamiltonian H =
∑

j Hj

into products of time evolutions of its constituents Hj . The unitaries describing the

time evolutions of these constituents can be represented by quantum gates. The

approximation can be performed in various orders of the small time step ∆t [Nielsen

and Chuang (2010)]

e−i(H0+H1)∆t = e−iH0∆te−iH1∆t +O(∆t2) = e−iH0∆t/2e−iH1∆te−iH0∆t/2 +O(∆t3).

(3.2.1)

The higher-order approximations can be interpreted as analogies to classical higher-

order integration algorithms like the Runge-Kutta methods [Runge (1895), Kutta

(1901)]. An example where such a decomposition has been used to simulate the

effective time evolution of a spin-1 is presented in [Koppenhöfer et al. (2020)].

3.3 Quantum Computing Hardware

So far, we discussed the theoretical and abstract form of quantum computing and

quantum gates. In this section, the focus will be on the physical implementation of

qubits and gate operations. Similar to the various platforms of classical computing,

e.g., silicon, spintronics [Wolf et al. (2006)], and carbon nanotubes [Shulaker et al.

(2013)]), there exists a variety of platforms that are candidates for quantum computers.

Examples include superconducting circuits [Blais et al. (2021)], trapped ions [Bruzewicz

et al. (2019)], cold atoms and Rydberg atoms [Saffman (2016)], electron spins in

quantum dots [Burkard et al. (2023)], and photonic circuits [Bourassa et al. (2021)].

In the following, the superconducting transmon [Koch et al. (2007)] and trapped ions

[Leibfried et al. (2003)] will be presented in more detail.

As we will see below, physical implementations of two-level qubits often feature

many more quantum states. A system with d available computational states is called

a qudit. The higher-excited states of qudits can provide advantages in many ways,

e.g., see the works [Fedorov et al. (2012), Zeytinoğlu et al. (2015), Egger et al. (2018),

Elder et al. (2020)] or the review [Wang et al. (2020)].

3.3.1 Transmon Qudits

The superconducting circuits subgroup of quantum computing platforms itself is a zoo

of different materials and architectures. Examples include the charge qubit [Shnirman

et al. (1997)], fluxonium [Manucharyan et al. (2009)], the phase qubit [Martinis et al.

(2002)], the Xmon [Barends et al. (2013)], and the blochnium [Pechenezhskiy et al.

(2020)]. Reviews of superconducting architechtures are [Makhlin et al. (2001), Krantz

et al. (2019)]. Several companies including IBM, Google, IQM, and Rigetti are building

26



3.3 Quantum Computing Hardware

0
Φ/Φ0

(a)

|0〉
ωr

|1〉
ωr

|2〉

0
Φ/Φ0

(b)

|0〉
ω0,1

|1〉
ω1,2

|2〉
ω2,3|3〉

Figure 3.2: Schematic potentials of quantum oscillators and lower-excited Fock states.
(a) Quantum harmonic oscillator, see Eqs. (3.3.1) and (3.3.3). (b) Quantum anhar-
monic oscillator, see Eq. (3.3.4). (c) False-colored scanning electron microscope (up-
per) and scanning transmission electron microscope (lower) images of an Al-AlOx-Al
Josephson junction. Adapted from [Willsch et al. (2024)] and used under CC BY 4.0
(https://creativecommons.org/licenses/by/4.0/).

commercial superconducting quantum computers. The following is based on [Blais

et al. (2021)].

The arguably most famous quantum model is the quantum harmonic oscillator,

see Sec. 2.1. A well-known example in classical electronics is the LC oscillator, an

electronic circuit consisting of a coil with inductance L and a capacitor with capacitance

C. The eigenfrequency of this resonator is ωr = 1/
√
LC and the Hamiltonian reads

HLC =
Q2

2C
+

Φ2

2L
=
Q2

2C
+
C

2
ω2
rΦ

2 . (3.3.1)

Here, Q is the charge stored on the capacitor and Φ is the magnetic flux in the

inductance. The right-hand side can be identified as the electronic analogue of the

mechanical harmonic oscillator where C corresponds to a mass m, Q to a momentum

p, and Φ to a position x. Therefore, the canonical quantization procedure in this case

corresponds to the following choice of creation and annihilation operators

Φ =

√
ℏ

2ωrC
(a† + a), Q = i

√
ℏωrC

2
(a† − a) , (3.3.2)

leading to

HLC = ℏωr

(
a†a+

1

2

)
. (3.3.3)

Eigenstates of this Hamiltonian are Fock states |n⟩, with a†a |n⟩ = n |n⟩. Energy

differences between neighboring states |n⟩ and |n+ 1⟩ are constant ℏωr, see Fig. 3.2(a).

In Sec. 3.1, we saw that quantum computers should feature two quantum states that

are perfectly addressable in the sense of quantum gate operations. However, since

the energy spacing of the quantum harmonic oscillator is constant, a drive that is in

resonance with the |0⟩ ↔ |1⟩ transition will also drive all other transitions of the form

|j⟩ ↔ |j + 1⟩.
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This problem can be solved by introducing anharmonicity. One possibility is to

replace the standard inductance with a Josephson junction [Josephson (1962)], see

Fig. 3.2(c). The transmon Hamiltonian incorporating the capacitance, the Josephson

junction, and an (i) external gate voltage or (ii) influence by quasi-particle tunneling

[Ristè et al. (2013)] reads

HT = 4EC(n− ng)
2 − EJ cos

(
2π

Φ

Φ0

)
. (3.3.4)

Here, n = Q/2e is the charge number operator of the Cooper pairs, the scalar ng is

the so-called offset charge, Φ0 = h/2e the flux quantum, EC the charging energy, and

EJ the Josephson energy. The anharmonic cosine potential is depicted schematically

in Fig. 3.2(b). It can be interpreted as an analogy to the gravitational potential of

a pendulum or a rotor. Note that higher-order Josephson harmonics of the cosine

potential can be relevant [Willsch et al. (2024), Wang et al. (2025)].

The quantized version of Eq. (3.3.4) can be written as [Vool and Devoret (2017)]

HT = 4EC

∑

n

(n− ng)
2 |n⟩⟨n| − EJ

2

∑

n

(|n⟩⟨n+ 1|+ |n+ 1⟩⟨n|) , (3.3.5)

or in the EJ ≫ EC limit as

HT
EJ≫EC≈ ℏωqb

†b− EC

2
b†b†bb . (3.3.6)

Here, b is the annihilation operator of the transmon, ωq =
√
8EJEC − EC is the

qubit energy between the ground state and the first excited state, and −EC is the

anharmonicity. The resulting spectra for EJ/EC = 5 and EJ/EC = 45 are shown in

Figs. 3.3(a) and 3.3(b). For EJ/EC = 45, the anharmonicity of the levels is visible and

enables driving transitions between |j⟩ ↔ |j + 1⟩ selectively. Especially, transitions in
the qubit subspace |0⟩ ↔ |1⟩, i.e., gates, can be realized. The number of addressable

transmon levels can be estimated as the number of bound states in the Josephson

potential. Assuming zero anharmonicity, it can be approximated by dividing the

height of the potential 2EJ by the energy spacing between neighboring levels

Nbound ≈ 2EJ√
8EJEC − EC

≈
√

EJ

2EC
, (3.3.7)

see the dashed curve in Fig. 3.3(c). Taking a constant anharmonicity −EC into

account, the approximation turns into Nbound ≈ (
√
8 − 2)

√
EJ/EC , see the dotted

curve in Fig. 3.3(c).

In the paragraphs above, we have seen that physical implementations of qubits, e.g.,

the superconducting transmon, feature more states than only the two qubit states.

Therefore, it is natural to think about quantum information beyond two-level systems.

Taking higher-excited states into account, the so-called quantum dit (qudit) is born.

Here, the “d” stands for an integer number d larger than two and corresponds to the
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Figure 3.3: Schematic level structure based on the eigenenergies Ej(ng) of the transmon
Hamiltonian Eq. (3.3.5). (a) Low EJ/EC limit: strong dependence of the eigenenergies on ng.
(b) Large EJ/EC limit, typical values for transmon qubits, see Fig. 4.1: less dependence of
the eigenenergies on ng. (c) The ratio Ej(0)/E0(0) which depends smoothly on j for bound
states and jumps between zero and values above one for unbound states. The dashed curve
corresponds to

√
EJ/2EC and the dotted curve corresponds to (

√
8− 2)

√
EJ/EC . Both are

approximations of the number of bound states, see Eq. (3.3.7).

base of the number system we use for representing states. The case d = 3 is also

known as the qutrit. In Ch. 4, that is based on [Kehrer et al. (2024a)], a measurement

of a ququart (four states) on an IBM Quantum transmon will be presented. Qudits

can be used to simulate large-spin systems more naturally [Champion et al. (2025)].

Using Qiskit [Javadi-Abhari et al. (2024)], the software development kit for quantum

hardware of IBM and other companies, quantum algorithms can be programmed.

On superconducting platforms, gates are implemented as microwave pulses of an

external drive that acts on the qudit. The model Hamiltonian of qudit states |j⟩ with
eigenenergies ωj in the rotating frame of the drive is

H =
∑

j

(ωj − jωd) |j⟩⟨j|+Ωq(b
† + b) , (3.3.8)

where ωd is the drive frequency and Ωq is the drive strength. In Fig. 3.4, simulation

data based on Rabi oscillations between |j⟩ ↔ |j + k⟩ for k = 1, 2, 3 are shown. The

qudit is prepared in the state |j⟩ (corresponds to color) and a drive with frequency

ωd is applied, see Eq. (3.3.8). The height of the curve corresponds to the minimal

population of this state in the time evolution of duration tω0,1 = 4000. A dip indicates

a resonant transition. Solid, dashed and dotted lines correspond to the predictions of

first, second, and third-order transitions. In Fig. 4.6, we will present measurement

data of the implementation of a |0⟩ ↔ |2⟩ and |1⟩ ↔ |3⟩ transition.
In preparation for the publication [Kehrer et al. (2024a)] presented in Ch. 4, several

experiments have been run on IBM Quantum hardware. Experimental data on up to

second-order transitions is presented in Fig. 4.6. Preliminary data on the |0⟩ ↔ |3⟩
transition on ibmq lima as well as on the |2⟩ ↔ |4⟩ transition on ibmq guadalupe has

been collected. A Ramsey measurement like in [Ristè et al. (2013)] has revealed the

two background charge configurations ng = 0, 0.5 indicated by two observed qubit
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Figure 3.4: Simulated Rabi oscillations for EJ/EC = 45 and Ωq = 0.008ω0,1 of duration
tω0,1 = 4000 between states |j⟩ ↔ |j + k⟩, see Eq. (3.3.8). The color of the curves corresponds
to the state |j⟩ in which the qudit is initialized and the height of the curves corresponds to the
minimal population of |j⟩ during the time evolution. Vertical lines of solid, dashed, and dotted
(for k = 1, 2, 3) style indicate the prediction of the transition frequency ωj,j+k = (Ej+k−Ej)/k
between |j⟩ ↔ |j + k⟩. The energy Ej is the average of Ej(ng) over ng ∈ [−0.5, 0.5], see
Fig. 3.3(b). The choice of EJ/EC is typical for IBM Quantum devices, see Fig. 4.1(b).

frequencies.

An overview of other retired devices with, e.g., nq = 1, 5, 7, 16, 27, 65, 127, 433 qubits,

can be found online5. For IBM’s vision about the future of quantum computing, check

out the roadmap6 of IBM Quantum.

In Sec. 4.4, the model for reading out transmon qudit states is presented. Measure-

ment data of a ququart on an IBM Quantum device can be found in Sec. 4.6.

3.3.2 Trapped Ions

Another promising physical platform for quantum computing are trapped ions. Here,

some lower-energy levels in the electronic structure of single ions, e.g., of calcium,

beryllium, strontium, or ytterbium, are used to encode the logical qubit states |g⟩
(ground state) and |e⟩ (excited state), see [Bruzewicz et al. (2019)]. Companies that

are building commercial trapped-ion quantum computers are, e.g., AQT, IonQ, and

Quantinuum. The following is based on [Leibfried et al. (2003)].

Single ions are mostly trapped in either Penning traps [Penning (1936)] or Paul traps

[Paul (1990)]. The latter trap uses oscillating electromagnetic fields at radio-frequency.

The effective trapping potential is often described as a quadratic harmonic potential.

In so-called linear traps, ions are trapped strongly in the radial direction but less

strong in the axial direction. The interaction between the motional degree of freedom

along the trap axis and the electronic states is mediated by laser light propagating

along the same trap axis. The so-called Lamb-Dicke parameter η = kx0 = k
√
ℏ/2mν

depends on the effective wave vector k of the light, on the ion mass, and on the trap

5https://quantum.cloud.ibm.com/docs/de/guides/retired-qpus [Accessed: August 3, 2025]
6https://www.ibm.com/quantum/technology [Accessed: August 3, 2025]
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⌫

<latexit sha1_base64="ZHaxsV9CLQ52/9WvnYgDFMsdlLo=">AAAD+3ichVPLbtNAFD2pC7Tl0deSTdQIxCqyUVVYVoJW3VQqgrSV2grZzjSM4hczTlGw8gndwgewQ93yMfwLC87cOEgQ0ow1vnfO3HvuY2aiItG29P2fjQVv8c7de0vLK/cfPHy0ura+cWzzgYlVJ86T3JxGoVWJzlSn1GWiTgujwjRK1EnUf+X2T66UsTrP3pXDQl2kYS/TlzoOS0Jvz7PB+7WW3/ZlNKeVoFZaqMdRvt74iHN0kSPGACkUMpTUE4Sw/M4QwEdB7AIVMUNNy77CCCv0HdBK0SIk2ue/x9VZjWZcO04r3jGjJJyGnk084dwXxojWLqqibil/cX4WrDczQiXMLsMhZUTGZWE8JF7iAy3meaa15SSX+Z6uqhKXeCnVaOZXCOLqjP/wvOaOIdaXnSb2xLJHjkjWV+xARtlhBq7LE4amVNylDEUqYclqxpB8htJ13+Uzu7qCNQy5407J3nJGFWNYVpNL72+zs/VtcL3piqWzHWen8EnONZV+urwruU8jkZMeG2qVoOM4s/w0v/956rmeSu7jtKdDR3wVwb9vYFo5ft4OdtrBm+3W7tP6fSzhMbbwjG/gBXZxgCOeWsyuXOMLvnoj75v33bsZmy40ap9N/DW8H78BBoHNbA==</latexit>

⌫

<latexit sha1_base64="N61OrIk+3Ypm3gQ06aZHZCwpwCE=">AAAEA3ichVNLbxMxEJ50oY9ASwtHLhERCAkU7VaI9liJh7ggFYmkkZIK7W6mqZV9YTutwipHfgJX+AHcEFd+CP+FA58nGyQIabzyzvjzzDcP21GRKGN9/2dtzbt2fX1jc6t+4+b2zq3dvdsdk491zO04T3LdjULDicq4bZVNuFtoDtMo4ZNo9Mztn1ywNirP3tpJwadpOMzUmYpDC6jXH7Et+XH2KJi+2236LV9GY1EJKqVJ1TjO92rvqU8DyimmMaXElJGFnlBIBl+PAvKpAHZKJTANTck+05Tq8B3DimERAh3hP8SqV6EZ1o7TiHeMKAmmhmeD7mO+FMYI1i4qQzeQvzA/CDZcGqEUZpfhBDIC45YwvgZu6RwWqzzTynKey2pPV5WlMzqUahTyKwRxdcZ/eJ5jRwMbyU6DXojlEByRrC/QgQyyjQxcl+cMDal4ABmKZGHJKsYQfBrSdd/ls7y6AjVMsONOyVxxRiViGFSTS++vsjPVbXC9GYils51lx3Qp55pKP13epdynqch5jzW0UtBZnGV+Ct//PNVKT5b7uOjpUPcqgn/fwKLS2W8FT1vBmyfNowfV+9iku3SPHuINHNARvaJjnJqL/Yk+0xfvo/fV++Z9n5mu1SqfO/TX8H78BgHP0HA=</latexit>|e, n + 1i

<latexit sha1_base64="51AOwVSqVN71/GSllwH+SbNgWJQ=">AAAEA3ichVNLbxMxEJ50oY9ASwtHLhERiANEuxWiPVbiIS5IRSJppKRCu5tpamVf2E6rsMqRn8AVfgA3xJUfwn/hwOfJBglCGq+8M/48883DdlQkyljf/1lb865dX9/Y3KrfuLm9c2t373bH5GMdczvOk1x3o9BwojJuW2UT7haawzRK+CQaPXP7Jxesjcqzt3ZS8GkaDjN1puLQAur1R2xLfpQ9Dqbvdpt+y5fRWFSCSmlSNY7zvdp76tOAcoppTCkxZWShJxSSwdejgHwqgJ1SCUxDU7LPNKU6fMewYliEQEf4D7HqVWiGteM04h0jSoKp4dmg+5gvhTGCtYvK0A3kL8wPgg2XRiiF2WU4gYzAuCWMr4FbOofFKs+0spznstrTVWXpjA6lGoX8CkFcnfEfnufY0cBGstOgF2I5BEck6wt0IINsIwPX5TlDQyoeQIYiWViyijEEn4Z03Xf5LK+uQA0T7LhTMlecUYkYBtXk0vur7Ex1G1xvBmLpbGfZMV3KuabST5d3KfdpKnLeYw2tFHQWZ5mfwvc/T7XSk+U+Lno61L2K4N83sKh09lvB01bw5knz6EH1PjbpLt2jh3gDB3REr+gYp+Zif6LP9MX76H31vnnfZ6ZrtcrnDv01vB+/AQj90HI=</latexit>|e, n � 1i

<latexit sha1_base64="xjrRG1So8bqxgVgoklqYvyhCpsM=">AAAEAXichVPNThRBEK5lUP5UQI9eNm4kHMxmhhDxSKISLyaQuIABQmZmi7Wz82d3L2ad7MlH4KoPwI1w5Ul8Fw98XTtLouuyPemp6q+rvvrp7qhIlLG+/7s2480+eDg3v7C49Ojxk+WV1af7Ju/pmFtxnuT6MAoNJyrjllU24cNCc5hGCR9E3bdu/+CctVF59sn2Cz5Jw06mzlQcWkCfj7tsS36VDU5XGn7Tl1EfV4JKaVA1dvPV2lc6pjblFFOPUmLKyEJPKCSD74gC8qkAdkIlMA1NyT7TgBbh24MVwyIE2sW/g9VRhWZYO04j3jGiJJgannV6ibkjjBGsXVSGbiD/YH4XrDMxQinMLsM+ZATGBWH8CNzSF1hM80wry1Eu0z1dVZbO6I1Uo5BfIYirM77jeYcdDawrO3V6L5YdcESyPkcHMsgWMnBdHjHUpeI2ZCiShSWrGEPwaUjXfZfP5OoK1NDHjjslc88ZlYhhUE0uvb/PzlS3wfWmLZbOdpgd0zc511T66fIu5T4NRI56rKGVgg7jTPJT+P7nqaZ6stzHcU+HulcR/PsGxpX9jWbwuhnsbTa216r3MU/P6QWt4w1s0TZ9oF2cWgzeC/pJv7wf3qV35V0PTWdqlc8z+mt4N7djXtAA</latexit>|e, ni

<latexit sha1_base64="ABSPA1dCtaZJHLKL/9xMFU6Izh0=">AAAED3ichVPLbhMxFL3pAH3wSotYsYmIQGyIZipEWVZqqdhUKhJpKzVV5Jm4g5V5YTul6Sgf0U/otv0AdqhbPoF/YcHxzQQJQhqPPPf6+N5zH7bDIlHG+v7P2oJ35+69xaXllfsPHj56XF9d2zf5QEeyHeVJrg9DYWSiMtm2yibysNBSpGEiD8L+lts/OJXaqDz7ZIeFPE5FnKkTFQkLqFt/2slTGYtux8ozW0ZCj153skG33vRbPo/GtBJUSpOqsZev1r5Qh3qUU0QDSklSRhZ6QoIMviMKyKcC2DGVwDQ0xfuSRrQC3wGsJCwE0D7+MVZHFZph7TgNe0eIkmBqeDboBeYOM4awdlEldAP5C/OcsXhmhJKZXYZDyBCMy8y4C9zSZ1jM80wry0ku8z1dVZZO6B1Xo5BfwYirM/rDs40dDazPOw16z5YxOEJen6IDGWQbGbguTxgaXHEPUrCUzJJVjAJ8GtJ13+Uzu7oCNQyx407J3HJGJWIYVJNz72+zM9VtcL3psaWzHWcn6Sufa8r9dHmXfJ9GLCc91tBKRsdxZvkpfP/zVHM9Jd/HaU+HjvAqgn/fwLSyv94K3raCj2+amy+r97FEz+g5vcIb2KBN+kB7OLUIrJd0RdfehffN++7djE0XapXPE/preD9+A8uC1ZE=</latexit>!car � ⌫

<latexit sha1_base64="azVh+tc3AfU79kdQ4MjazO/b4ls=">AAAD+3ichVPLbhMxFD3p8GjLow+WbCIiUNlEMwgVlpWgiA1SEaStVCrkmbjByrywJ0VhlE9gCx/ADrHlY/gXFhzfTJAgpPHIc6+P7z33YTsuU+OqMPzZWgkuXb5ydXVt/dr1Gzc3Nre2D10xsonuJUVa2ONYOZ2aXPcqU6X6uLRaZXGqj+LhE79/dK6tM0X+uhqX+jRTg9ycmURVhF7tqPtvNzthN5TRnleiRumgGQfFVus93qCPAglGyKCRo6KeQsHxO0GEECWxU9TELDUj+xoTrNN3RCtNC0V0yP+Aq5MGzbn2nE68E0ZJOS0927jL+UwYY1r7qJq6o/zF+VGwwcIItTD7DMeUMRnXhPEF8QrvaLHMM2ssZ7ks9/RVVTjDY6nGML9SEF9n8ofnKXcssaHstLEvlgNyxLI+Zwdyyh4z8F2eMbSl4j6lEqmFJW8YFfkspe++z2dxdSVrGHPHn5K74IxqxnCsppDeX2Tnmtvge9MXS287zU7jg5xrJv30eddynyYiZz221GpBp3EW+Rl+//M0Sz213Md5T49O+Cqif9/AvHL4oBvtdqOXDzt795r3sYrbuIMdvoFH2MNzHPDUEnblEz7jSzAJvgbfgu9T05VW43MLf43gx28M3czf</latexit>

(a)
<latexit sha1_base64="51AOwVSqVN71/GSllwH+SbNgWJQ=">AAAEA3ichVNLbxMxEJ50oY9ASwtHLhERiANEuxWiPVbiIS5IRSJppKRCu5tpamVf2E6rsMqRn8AVfgA3xJUfwn/hwOfJBglCGq+8M/48883DdlQkyljf/1lb865dX9/Y3KrfuLm9c2t373bH5GMdczvOk1x3o9BwojJuW2UT7haawzRK+CQaPXP7Jxesjcqzt3ZS8GkaDjN1puLQAur1R2xLfpQ9Dqbvdpt+y5fRWFSCSmlSNY7zvdp76tOAcoppTCkxZWShJxSSwdejgHwqgJ1SCUxDU7LPNKU6fMewYliEQEf4D7HqVWiGteM04h0jSoKp4dmg+5gvhTGCtYvK0A3kL8wPgg2XRiiF2WU4gYzAuCWMr4FbOofFKs+0spznstrTVWXpjA6lGoX8CkFcnfEfnufY0cBGstOgF2I5BEck6wt0IINsIwPX5TlDQyoeQIYiWViyijEEn4Z03Xf5LK+uQA0T7LhTMlecUYkYBtXk0vur7Ex1G1xvBmLpbGfZMV3KuabST5d3KfdpKnLeYw2tFHQWZ5mfwvc/T7XSk+U+Lno61L2K4N83sKh09lvB01bw5knz6EH1PjbpLt2jh3gDB3REr+gYp+Zif6LP9MX76H31vnnfZ6ZrtcrnDv01vB+/AQj90HI=</latexit>|e, n � 1i

<latexit sha1_base64="/BI9pLpZ4ccmJYfBi2jmwTOf064=">AAAEA3ichVPLThsxFL1haHm1JbRLNlEjEIs2mkGosETqQ2yQqNQAUkBoZmKmVuZV2wGloyz5BLbtB3SH2PIh/AuLHt9MkCCEeOS518f3nvuwHeSx1MZ1bytTzvSLlzOzc/MLr16/Wawuvd3XWVeFohlmcaYOA1+LWKaiaaSJxWGuhJ8EsTgIOp/t/sGZUFpm6Q/Ty8Vx4kepPJWhbwC1jjrCFNGH9KPXP6nW3YbLozaqeKVSp3LsZUuVX3REbcoopC4lJCglAz0mnzS+FnnkUg7smApgCprkfUF9modvF1YCFj7QDv4RVq0STbG2nJq9Q0SJMRU8a7SC+Y0ZA1jbqAK6hrzD/M1YNDZCwcw2wx5kAMY5ZtwFbugnLCZ5JqXlMJfJnrYqQ6e0xdVI5JczYusM73m+YEcB6/BOjb6yZQSOgNdn6EAK2UQGtstDhhpX3Ib0WQpmSUtGH3wK0nbf5jO+uhw19LBjT0k/c0YFYmhUk3Hvn7PT5W2wvWmzpbUdZCfonM814X7avAu+T32Wwx4raAWjgzjj/CS+pzzlRE/B93HU06L2VXiP38Cosr/e8D41vO8b9e3V8n3M0jK9pzW8gU3aph3aw6nZ2Jf0h/46F84/58q5HphOVUqfd/RgODf/ARAx0HQ=</latexit>|g, n � 1i

<latexit sha1_base64="Zzn+NMP8zLT25P4mtxVD7b9+l74=">AAAEA3ichVPLThsxFL1haHm1JbRLNlEjEFKraAahwhKpD7FBolIDSAGhmYmZWplXbQeUjrLkE9i2H9AdYsuH8C8senwzQYIQ4pHnXh/fe+7DdpDHUhvXva1MOdMvXs7Mzs0vvHr9ZrG69HZfZ10VimaYxZk6DHwtYpmKppEmFoe5En4SxOIg6Hy2+wdnQmmZpT9MLxfHiR+l8lSGvgHUOuoIU0Qf0w9e/6Radxsuj9qo4pVKncqxly1VftERtSmjkLqUkKCUDPSYfNL4WuSRSzmwYyqAKWiS9wX1aR6+XVgJWPhAO/hHWLVKNMXacmr2DhElxlTwrNEK5jdmDGBtowroGvIO8zdj0dgIBTPbDHuQARjnmHEXuKGfsJjkmZSWw1wme9qqDJ3SFlcjkV/OiK0zvOf5gh0FrMM7NfrKlhE4Al6foQMpZBMZ2C4PGWpccRvSZymYJS0ZffApSNt9m8/46nLU0MOOPSX9zBkViKFRTca9f85Ol7fB9qbNltZ2kJ2gcz7XhPtp8y74PvVZDnusoBWMDuKM85P4nvKUEz0F38dRT4vaV+E9fgOjyv56w/vU8L5v1LdXy/cxS8v0ntbwBjZpm3ZoD6dmY1/SH/rrXDj/nCvnemA6VSl93tGD4dz8BwkD0HI=</latexit>|g, n + 1i

<latexit sha1_base64="N61OrIk+3Ypm3gQ06aZHZCwpwCE=">AAAEA3ichVNLbxMxEJ50oY9ASwtHLhERCAkU7VaI9liJh7ggFYmkkZIK7W6mqZV9YTutwipHfgJX+AHcEFd+CP+FA58nGyQIabzyzvjzzDcP21GRKGN9/2dtzbt2fX1jc6t+4+b2zq3dvdsdk491zO04T3LdjULDicq4bZVNuFtoDtMo4ZNo9Mztn1ywNirP3tpJwadpOMzUmYpDC6jXH7Et+XH2KJi+2236LV9GY1EJKqVJ1TjO92rvqU8DyimmMaXElJGFnlBIBl+PAvKpAHZKJTANTck+05Tq8B3DimERAh3hP8SqV6EZ1o7TiHeMKAmmhmeD7mO+FMYI1i4qQzeQvzA/CDZcGqEUZpfhBDIC45YwvgZu6RwWqzzTynKey2pPV5WlMzqUahTyKwRxdcZ/eJ5jRwMbyU6DXojlEByRrC/QgQyyjQxcl+cMDal4ABmKZGHJKsYQfBrSdd/ls7y6AjVMsONOyVxxRiViGFSTS++vsjPVbXC9GYils51lx3Qp55pKP13epdynqch5jzW0UtBZnGV+Ct//PNVKT5b7uOjpUPcqgn/fwKLS2W8FT1vBmyfNowfV+9iku3SPHuINHNARvaJjnJqL/Yk+0xfvo/fV++Z9n5mu1SqfO/TX8H78BgHP0HA=</latexit>|e, n + 1i
<latexit sha1_base64="xjrRG1So8bqxgVgoklqYvyhCpsM=">AAAEAXichVPNThRBEK5lUP5UQI9eNm4kHMxmhhDxSKISLyaQuIABQmZmi7Wz82d3L2ad7MlH4KoPwI1w5Ul8Fw98XTtLouuyPemp6q+rvvrp7qhIlLG+/7s2480+eDg3v7C49Ojxk+WV1af7Ju/pmFtxnuT6MAoNJyrjllU24cNCc5hGCR9E3bdu/+CctVF59sn2Cz5Jw06mzlQcWkCfj7tsS36VDU5XGn7Tl1EfV4JKaVA1dvPV2lc6pjblFFOPUmLKyEJPKCSD74gC8qkAdkIlMA1NyT7TgBbh24MVwyIE2sW/g9VRhWZYO04j3jGiJJgannV6ibkjjBGsXVSGbiD/YH4XrDMxQinMLsM+ZATGBWH8CNzSF1hM80wry1Eu0z1dVZbO6I1Uo5BfIYirM77jeYcdDawrO3V6L5YdcESyPkcHMsgWMnBdHjHUpeI2ZCiShSWrGEPwaUjXfZfP5OoK1NDHjjslc88ZlYhhUE0uvb/PzlS3wfWmLZbOdpgd0zc511T66fIu5T4NRI56rKGVgg7jTPJT+P7nqaZ6stzHcU+HulcR/PsGxpX9jWbwuhnsbTa216r3MU/P6QWt4w1s0TZ9oF2cWgzeC/pJv7wf3qV35V0PTWdqlc8z+mt4N7djXtAA</latexit>|e, ni

<latexit sha1_base64="ddvb+3lr/EsjTnMQ3G8aehjSNsU=">AAAEAXichVPLThsxFL1hyisFCnTZTURE1QWKZlAFLJGAqptKqUR4CFA1MzGDlXlhO6AwyopP6Lb9gO6qbvsl/ZcuenwzqQQhxCPPvT6+99yH7SCPpTau+6cy5byYnpmdm6++XFhcerW8snqks64KRSvM4kydBL4WsUxFy0gTi5NcCT8JYnEcdPbs/vGNUFpm6aHp5eIi8aNUXsrQN4BOzzvCFNFG2v+yXHcbLo/aqOKVSp3K0cxWKtd0Tm3KKKQuJSQoJQM9Jp80vjPyyKUc2AUVwBQ0yfuC+lSFbxdWAhY+0A7+EVZnJZpibTk1e4eIEmMqeNZoHfMDMwawtlEFdA35F/OOsWhshIKZbYY9yACM88z4CbihK1hM8kxKy2Eukz1tVYYuaYerkcgvZ8TWGf7n2ceOAtbhnRodsGUEjoDXN+hACtlCBrbLQ4YaV9yG9FkKZklLRh98CtJ23+YzvrocNfSwY09JP3NGBWJoVJNx75+z0+VtsL1ps6W1HWQn6JbPNeF+2rwLvk99lsMeK2gFo4M44/wkvqc85URPwfdx1NOi9lV4j9/AqHK02fC2Gt7n9/Xdt+X7mKM3tEbv8Aa2aZc+UhOnFoL3K32j786988P56fwamE5VSp/X9GA4v/8Bao7QAg==</latexit>|g, ni

<latexit sha1_base64="+yXSI6orWJ4o3EffvzBxp7Hxsw4=">AAAEDXichVPLThsxFL1h+gD6CmXZTdSoVVfRTIXaLlEfiE1VaBtAIhR5JmawMq/aDlUY5Rv4BLb0A7qr2PIN/AsLjm8mldo0xCPPvT6+99yH7bBIlLG+f1mb827dvnN3fmHx3v0HDx/Vlx5vmbyvI9mO8iTXO6EwMlGZbFtlE7lTaCnSMJHbYe+d298+ktqoPPtqB4XcS0WcqQMVCQtov77c+ZTKWHzrpMIe6rT8/OXtcL/e9Fs+j8akElRKk6qxkS/VvlOHupRTRH1KSVJGFnpCggy+XQrIpwLYHpXANDTF+5KGtAjfPqwkLATQHv4xVrsVmmHtOA17R4iSYGp4NugZ5hozhrB2USV0A3mFecxYPDVCycwuwwFkCMYFZvwI3NIhLGZ5ppXlOJfZnq4qSwf0hqtRyK9gxNUZ/eF5jx0NrMc7DfrAljE4Ql4foQMZZBsZuC6PGRpccRdSsJTMklWMAnwa0nXf5TO9ugI1DLDjTsnccEYlYhhUk3Pvb7Iz1W1wvemypbMdZSfpB59ryv10eZd8n4Ysxz3W0EpGR3Gm+Sl8//NUMz0l38dJT4e6VxH8+wYmla2XreBVK9hcaa4+r97HPD2hp/QCb+A1rdI6beDUInT3lM7op3fi/fJ+e+cj07la5bNMfw3v4hp+8dRl</latexit>

⌦RSB

<latexit sha1_base64="Tg9xJLbHh8B2wizTxcnHgzvpKkY=">AAAD/nichVPLbhMxFD3pAH3wamHJJiICsYpmEAKWlQqIDVKRSFqprZBn4gaTeWFPisIoEp/AFj6AHWLLr/AvLDi+mSBBSOOR514f33vuw3ZcpsZVYfiztRZcuHhpfWNz6/KVq9eub+/c6LtibBPdS4q0sIexcjo1ue5Vpkr1YWm1yuJUH8SjPb9/cKatM0X+qpqU+iRTw9ycmkRVhPrHI1WW6vV2J+yGMtqLStQoHTRjv9hpvcMxBiiQYIwMGjkq6ikUHL8jRAhREjtBTcxSM7KvMcUWfce00rRQREf8D7k6atCca8/pxDthlJTT0rONO5zPhDGmtY+qqTvKX5wfBBsujVALs89wQhmTcVMYXxCv8IYWqzyzxnKey2pPX1WFUzyWagzzKwXxdSZ/eJ5wxxIbyU4bT8VySI5Y1mfsQE7ZYwa+y3OGtlQ8oFQitbDkDaMin6X03ff5LK+uZA0T7vhTcuecUc0YjtUU0vvz7FxzG3xvBmLpbWfZabyXc82knz7vWu7TVOS8x5ZaLegszjI/w+9/nmalp5b7uOjp0SlfRfTvG1hU+ve70cNu9PJBZ/du8z42cAu3cY9v4BF28Rz7PLUEb/EJn/El+Bh8Db4F32ema63G5yb+GsGP36vlzrQ=</latexit>


<latexit sha1_base64="Tg9xJLbHh8B2wizTxcnHgzvpKkY=">AAAD/nichVPLbhMxFD3pAH3wamHJJiICsYpmEAKWlQqIDVKRSFqprZBn4gaTeWFPisIoEp/AFj6AHWLLr/AvLDi+mSBBSOOR514f33vuw3ZcpsZVYfiztRZcuHhpfWNz6/KVq9eub+/c6LtibBPdS4q0sIexcjo1ue5Vpkr1YWm1yuJUH8SjPb9/cKatM0X+qpqU+iRTw9ycmkRVhPrHI1WW6vV2J+yGMtqLStQoHTRjv9hpvcMxBiiQYIwMGjkq6ikUHL8jRAhREjtBTcxSM7KvMcUWfce00rRQREf8D7k6atCca8/pxDthlJTT0rONO5zPhDGmtY+qqTvKX5wfBBsujVALs89wQhmTcVMYXxCv8IYWqzyzxnKey2pPX1WFUzyWagzzKwXxdSZ/eJ5wxxIbyU4bT8VySI5Y1mfsQE7ZYwa+y3OGtlQ8oFQitbDkDaMin6X03ff5LK+uZA0T7vhTcuecUc0YjtUU0vvz7FxzG3xvBmLpbWfZabyXc82knz7vWu7TVOS8x5ZaLegszjI/w+9/nmalp5b7uOjp0SlfRfTvG1hU+ve70cNu9PJBZ/du8z42cAu3cY9v4BF28Rz7PLUEb/EJn/El+Bh8Db4F32ema63G5yb+GsGP36vlzrQ=</latexit>
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Figure 3.5: Blue and red sideband transitions. (a) The first blue sideband corresponds to
δ = ν and the first red sideband corresponds to δ = −ν. The surplus (missing) energy ν is
compensated by (de)exciting the motion by one quanta |n⟩ → |n+ 1⟩ (|n⟩ → |n− 1⟩). (b)
Including the fast decay of the ion state |e⟩ → |g⟩ with rate κ, the sidebands with effective
Rabi frequency ΩBSB and ΩRSB can be interpreted to heat and cool the ion motion.

frequency ν. Using η, the effective model Hamiltonian reads

H =
ℏ
2
Ω0σ

+ exp
(
iη(ae−iνt + a†eiνt)

)
ei(ϕ−δt) +H.c. . (3.3.9)

Here, σ+ = |e⟩⟨g| is the operator exciting the ion from state |g⟩ to |e⟩, δ is the

detuning between the drive frequency and the ion frequency ωcar (“carrier”), and a is

the annihilation operator of the quantum harmonic oscillator of motion.

In the so-called Lamb-Dicke regime, where η ≪ 1 is small, the first exponential

factor in Eq. (3.3.9) can be Taylor expanded. Choosing a detuning δ = sν, with s ∈ Z,
the so-called |s|th blue (red) sideband transition is driven resonantly if s > 0 (s < 0),

see Fig. 3.5(a). In the |s|th blue (red) sideband case, the surplus (missing) energy ν

is compensated by (de)exciting the motion by |s| quanta. Including the fast decay

of the ion state |e⟩ → |g⟩ with rate κ, the blue (red) sideband heat (cool) the ion

motion |n⟩ → |n+ s⟩, see Fig. 3.5(b). Their effective Rabi frequency is ΩBSB and

ΩRSB, where BSB (RSB) means blue (red) sideband. In [Behrle et al. (2023)], a red

sideband is realized on a calcium ion and a blue sideband is driven on a beryllium ion

simultaneously, both trapped in the same potential. In a certain parameter regime,

this leads to a lasing state, also understood as a limit cycle, see Sec. 6.2. In contrast,

if the sidebands are driven on the same electronic transition, e.g., squeezed states

occur, [Rojkov et al. (2024)]. See Sec. 10.6 for a brief discussion about simultaneous

driving of multiple higher-order sidebands.

In Sec. 10.6, another setup will be discussed: the operation of trapped ions outside

the Lamb-Dicke regime of small η. Here, the higher orders of the first exponential in

Eq. (3.3.9) lead to nonlinear effective Rabi frequencies [Leibfried et al. (2003)],

Ωn,n+s = Ωn+s,n = Ω0| ⟨n+ s| eiη(a†+a) |n⟩ | = Ω0η
|s|e−η2/2

√
nmin!

nmax!
L|s|
nmin

(η2) ,

(3.3.10)
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Figure 3.6: Blue and red sidebands driven on the same ion transition with ΩBSB = ΩRSB = 0.2κ.
(a) Squeezed-like state for ηBSB = 0.1. (b), (c) Squeezed-cat-like states for ηBSB = 0.4, 0.6
(from left to right). For panels (a) to (c) (sBSB, sRSB) = (1,−1) and ηRSB = 0.3 is chosen. (d)
State resembling a squeezed three-legged cat state for (sBSB, sRSB) = (2,−1) and ηRSB = 0.1.
(e) State resembling a squeezed four-legged cat state for (sBSB, sRSB) = (2,−2) and ηRSB = 0.2.
For panels (d) and (e) ηBSB = 0.6 is chosen.

where

nmin = min(n, n+ s), nmax = max(n, n+ s) , (3.3.11)

and the generalized Laguerre polynomials are

Lk
n(x) =

n∑

m=0

(−1)m
(
n+ k

n−m

)
xm

m!
, (3.3.12)

see Eq. (8.970.1) of [Gradshteyn and Ryzhik (2015)].

Applying a red and a blue sideband to the same electronic transition leads to squeezed

states, see Fig. 3.6(a), and states that look like squeezed cat states, see Figs. 3.6(b) and

3.6(c). Moreover, choosing (sBSB, sRSB) = (2,−1) or (sBSB, sRSB) = (2,−2), states

that resemble squeezed three-legged or four-legged cat states can be generated, see

Figs. 3.6(d) and 3.6(e). An l-legged cat state is defined as [Haroche and Raimond

(2006)]

∣∣∣Cl,n
α

〉
=
an

N
l−1∑

k=0

∣∣∣ei2πk/lα
〉
, (3.3.13)

where n ∈ [0, l − 1] and N guarantees normalization
〈
Cl,n
α

∣∣∣Cl,m
α

〉
= δnm. In [Rojkov

et al. (2024)], the setup was studied with a focus on bosonic error-correction codes

[Gottesman et al. (2001), Mirrahimi et al. (2014)]. Depending on the parameters

ΩBSB/RSB and ηBSB/RSB, a large phase diagram hosting interesting states might be

explored in future research projects, e.g., in the context of dissipative phase transitions

[Minganti et al. (2023), Beaulieu et al. (2025)].
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Chapter 4

Resolving Transmon Qudit States on

IBM Quantum Hardware

This chapter is based on the results published in:

T. Kehrer, T. Nadolny, and C. Bruder,

Improving transmon qudit measurement on IBM Quantum hardware,

Physical Review Research 6, 013050 (2024)

4.1 Motivation

Conventional quantum computing is based on qubits which are realized on two-level

subspaces of a larger physical Hilbert space. A number of physical realizations of

qubits have been proposed and implemented on various platforms. These include

superconducting qubits [Blais et al. (2021)], trapped ions [Bruzewicz et al. (2019)],

cold atoms and Rydberg atoms [Saffman (2016)], as well as electron spins in quantum

dots [Burkard et al. (2023)]. On all of these platforms, it is necessary to isolate the

two-dimensional qubit space from the remaining states of the physical Hilbert space

to avoid leakage out of the computation space. However, utilizing qudits, i.e., d-

dimensional building blocks of quantum computation, can provide advantages [Fedorov

et al. (2012), Zeytinoğlu et al. (2015), Jerger et al. (2016), Egger et al. (2018), Elder

et al. (2020), Yurtalan et al. (2020), Wang et al. (2020), Ciavarella et al. (2021), Li

et al. (2021), Tacchino et al. (2021), Cervera-Lierta et al. (2022), Fischer et al. (2022),

Fischer et al. (2023)]. Examples include implementing an ancilla qubit within the

second and third excited states of a qudit [Fischer et al. (2022)] that leads to a smaller

number of physical qubits needed to realize the same algorithm. Another example is

the so-called shelving [Elder et al. (2020)]: by transferring the population of the first

excited state to the second excited state before final readout, the error of identifying

the ground state decreases.

Superconducting qubits [Blais et al. (2004), Koch et al. (2007)] are prominent build-

ing blocks of noisy intermediate-scale quantum (NISQ) systems [Preskill (2018)]. The

most promising example is the so-called transmon that can effectively be described as a
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quantum anharmonic electromagnetic oscillator. In this system, the two lowest-energy

levels are identified as the qubit. Taking into account higher-lying transmon levels

leads to a natural realization of a superconducting qudit. The smallest extension of the

qubit is the qutrit, i.e., a three-level system. Qutrits have been used to implement a

Toffoli gate [Fedorov et al. (2012)] with a significantly lower number of elementary gates

compared with a realization based on two-level systems. Another interesting example

is the recent experimental demonstration of a qutrit Greenberger–Horne–Zeilinger

(GHZ) state [Cervera-Lierta et al. (2022)].

In general, if one is interested in measuring a qudit state, a proper classification of

all levels involved is needed. In [Bianchetti et al. (2010)], the qubit state is determined

by a fit of the time evolution of the system. In setups which do not provide time-

resolved data, such as the current IBM Quantum [IBM Quantum. (2023)] devices,

other methods of separating qudit states have to be employed [Wang et al. (2021),

Chen et al. (2023), Miao et al. (2023)]. The strategies described in [Wang et al.

(2021), Chen et al. (2023)] involve exciting the qudit-resonator system at readout

drive frequencies other than the default frequency. At the default frequency, the

distinguishability of the ground state and first excited state is maximized, whereas

using the adapted frequencies aims at optimizing various distances between different

pairs of qudit states.

In the work this chapter is based on, we propose and evaluate improvements of the

measurement scheme of transmon qudit states by enhancing their distinguishability.

To optimize the readout, we determine the measurement errors from the assignment

matrix whose entries denote the probability to classify a measurement outcome to

a state |i⟩ even if state |j⟩ was prepared. This assignment matrix is calculated

using qudit-state dependent resonator steady-state amplitudes obtained from a model

describing the readout of a transmon qudit by driving a coupled resonator. The

default measurement schedule of most superconducting quantum hardware consists

of a single-tone drive applied to the readout resonator. The frequency of the tone

is chosen to maximally separate the ground and first excited states. The strategies

we propose are based on modified readout resonator drive frequencies that take into

account the separation of all qudit states. These strategies include a single-frequency

as well as a multifrequency readout scheme. For a ququart, viz., the four lowest states

of a qudit, we compare the proposed strategies in simulation and show that depending

on hardware parameters, both strategies can be beneficial. We furthermore compare

the model to a measurement of the drive-frequency-dependent resonator states on a

current IBM Quantum device.

This chapter is organized as follows. After describing the level scheme of a typical

IBM transmon qudit in Sec. 4.2, we present our model of a transmon qudit coupled to

a harmonic readout resonator in Sec. 4.3. In Sec. 4.4, the mean-field model describing

the readout sequence is discussed. Based on this model, we calculate the readout

drive-frequency-dependent assignment errors between multiple states that in some

limits can be expressed analytically. In Sec. 4.5, we analyze both proposed readout

schemes that aim to minimize these errors. In Sec. 4.6, before we compare the data
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that we generated on current IBM Quantum hardware to the readout model and

strategies discussed earlier, we present calibrations of relevant qudit gates. To improve

the state preparation procedure, we propose to add two-photon transitions to the

universal gate set of qudit gates [Fischer et al. (2023)] and show that this will reduce

the execution time of certain qudit circuits and the duration of X-gate calibrations.

4.2 Transmon Energy Levels

To estimate resonance frequencies for various transitions of a transmon qudit, we

numerically compute the energy levels of its Hamiltonian [Koch et al. (2007), Vool

and Devoret (2017)],

HT = 4EC

∑

n

(n− ng)
2 |n⟩⟨n| − EJ

2

∑

n

(|n⟩⟨n+ 1|+ |n+ 1⟩⟨n|) , (4.2.1)

depending on the offset charge ng, the charging energy EC , and the Josephson energy

EJ . The relevant parameter is the ratio of the two energy scales EJ/EC . The sorted

eigenvalues En(ng) are shifted such that E0(0) = 0. Using ℏ = 1 here and in the rest

of the chapter, we define the average transition frequency ωi,j between |i⟩ and |j⟩ of
both configurations ng = 0, 1/2 as

ωi,j =
Ej(0) + Ej(1/2)− Ei(0)− Ei(1/2)

2(j − i)
, (4.2.2)

and the frequency difference ∆ωi,j as

∆ωi,j =
Ej(0)− Ei(0)− Ej(1/2) + Ei(1/2)

j − i
. (4.2.3)

The anharmonicity αj and the energy dispersion ϵj of the transmon qudit are defined

by

αj = ωj,j+1 − ωj−1,j , (4.2.4)

ϵj = Ej(0)− Ej(1/2) . (4.2.5)

We numerically obtain the fundamental parameter EJ/EC of a specific IBM Quantum

backend by demanding that the qubit frequency ω0,1 and anharmonicity α1 reported

by the device match the values calculated using the equations above. In Fig. 4.1(a),

we plot the dependence of En on ng for the five lowest states. The values of the

frequency difference vary from ∆ω0,1/2π = 25.1 kHz to ∆ω3,4/2π = −142MHz. In

Fig. 4.1(b), the values ϵ3 for a number of IBM Quantum devices are displayed. For

large ϵj compared to ωj,j+1, the Wigner function of the state |j⟩ effectively is smeared

out in phase space since both configurations ng = 0, 1/2 exhibit different resonance

frequencies.
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Figure 4.1: Transmon spectra. (a) Numerical prediction of the energy levels En(ng) of
ibm lagos Q4 (July 7, 2023) based on Eq. (4.2.1) and EJ/EC ≈ 45.6. The transition
frequencies ωi,j are displayed in units of (2π)GHz. (b) Overview of the qubit resonance
frequency ω0,1 and anharmonicity α1 of the IBM Quantum devices listed in the legend. The
energy dispersion ϵ3 of the third excited state given in Eq. (4.2.5) follows from these device
specifications that were accessed on May 23, 2023. The labeled straight black lines correspond
to constant values of EJ/EC .

4.3 Transmon-Resonator System

The fundamental building blocks of a superconducting quantum computer are a

quantum anharmonic oscillator, i.e., the transmon qudit, coupled to a harmonic

oscillator, i.e., the readout resonator. Following the notation of [Koch et al. (2007)],

the Hamiltonian describing a transmon qudit and its readout resonator reads

Hq +Hr +Hint =
∑

j

ωj |j⟩⟨j|+ ωra
†a+

∑

j

gj,j+1(a
† |j⟩⟨j + 1|+ a |j + 1⟩⟨j|) ,

(4.3.1)

where ωj is the energy (see Sec. 4.2) of the bare qudit state |j⟩, ωr is the energy of

the readout resonator, and a(†) is its annihilation (creation) operator. The parameters

gj,j+1 denote generalized Jaynes-Cummings coupling strengths between the qudit

and the resonator. The approximation gj,j+1 = g
√
j + 1 used in [Blais et al. (2004)]

reduces the interaction Hamiltonian to g(a†b + ab†), where b(†) is the annihilation

(creation) operator of the transmon qudit. The qudit and resonator Hamiltonians Hq

and Hr denote two sets of commuting operators |i⟩⟨j| and a(†). Each set can be visually

interpreted as a block in the total Hamiltonian. The generalized Jaynes-Cummings

interaction couples both blocks.

In general, a Hamiltonian of interest can be defined by

H = H0 + λH1 + λV . (4.3.2)

Here, H0 and H1 are block diagonal in the subsystems, whereas V is block off diagonal.
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To find an effective block-diagonal Hamiltonian, i.e., eliminate the block off-diagonal

part V , the unitary transformation U = eS is applied to H,

Heff = UHU † = eSHe−S . (4.3.3)

Expanding the anti-Hermitian operator S = −S† as S =
∑∞

n=1 λ
nS(n), Heff can be

expressed as

Heff = H + [S,H] +
1

2
[S, [S,H]] + · · · =

∞∑

n=0

1

n!
[S,H](n) =

∞∑

n=0

λnH
(n)
eff , (4.3.4)

where [S,H](0) = H and

[S,H](n+1) =
[
S, [S,H](n)

]
. (4.3.5)

The lowest order H
(0)
eff = H0 is identical to the total Hamiltonian evaluated for λ = 0.

The first-order contribution reads H
(1)
eff = H1 + V +

[
S(1), H0

]
. To eliminate the

block off-diagonal V in this expression, we impose
[
S(1), H0

]
= −V . Since H0 is block

diagonal, S(1) has to be block off diagonal. As a consequence,
[
S(1), V

]
is block diagonal.

The second-order contribution reads H
(2)
eff = 1

2

[
S(1), V

]
+
[
S(1), H1

]
+
[
S(2), H0

]
, and

imposing
[
S(2), H0

]
= −

[
S(1), H1

]
guarantees the second order to be block diagonal.

The second-order contribution to the effective block-diagonal Hamiltonian is then

given by

H
(2)
eff =

1

2

[
S(1), V

]
. (4.3.6)

We choose a superposition of all operators appearing in V as an ansatz for S(1).

To compute the effective Hamiltonian of the Jaynes-Cummings interaction, we start

with identifying the block-diagonal parts H0 = Hq +Hr and H1 = Hd as well as the

block off-diagonal parts V = Hint of Eq. (4.3.1). The ansatz for S(1) consists of a

superposition of all operators appearing in V ,

S(1) =
∑

j

(
Cja

† |j⟩⟨j + 1| − C∗
j a |j + 1⟩⟨j|

)
. (4.3.7)

The coefficients Cj are defined implicitly by the previously mentioned equation

[S(1), H0] = −V ,

Cj =
gj,j+1

ωj − ωj+1 + ωr
. (4.3.8)

Replacing Cj in Eq. (4.3.7) by this expression and using the definition g−1,0 = 0 as
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well as the sign convention of [Koch et al. (2007), Blais et al. (2021)] leads to

H
(2)
eff =

1

2

[
S(1), V

]
=
∑

j

χj−1,j |j⟩⟨j|+
∑

j

χja
†a |j⟩⟨j| . (4.3.9)

Here, corrections to the qudit energy are

χj,j+1 =
g2j,j+1

ωj+1 − ωj − ωr
, (4.3.10)

and corrections to the qudit-state-dependent resonator energies or the resonator-state-

dependent qudit energies are

χj = χj−1,j − χj,j+1 =
g2j−1,j

ωj − ωj−1 − ωr
−

g2j,j+1

ωj+1 − ωj − ωr
. (4.3.11)

We have neglected terms proportional to (a2 |j + 2⟩⟨j|+H.c.). This is justified by the

possibility to interpret these terms as perturbations that are eliminated by a second

Schrieffer-Wolff transformation. This second transformation will lead to fourth-order

terms proportional to |j⟩⟨j|, a†a |j⟩⟨j|, (a†a)2 |j⟩⟨j|, and also (a4 |j + 4⟩ ⟨j| + H.c.).

Importantly, for typical values of gj,j+1, ωj , and ωr, the coefficients of all these

terms are a factor of 104 smaller than the previous second-order contributions and

can therefore safely be neglected. In Eq. (4.3.9), we arrived at corrections to the

Hamiltonian that are diagonal in the qudit and resonator states. The shifts of the

qudit and resonator energies are

ω̃j = ωj + χj−1,j ,

ω̃r,j = ωr + χj . (4.3.12)

The resonance frequencies of the qudit transitions |i⟩ ↔ |j⟩ can be estimated to

ω̃i,j =
ω̃j − ω̃i

j − i
. (4.3.13)

The effective Hamiltonian of the transmon coupled to a readout resonator is

Heff =
∑

j

(ωj + χj−1,j + χja
†a) |j⟩⟨j|+ ωra

†a . (4.3.14)

The parameter ωj is the energy (see Sec. 4.2) of the bare qudit state |j⟩, ωr is the

energy of the readout resonator, and a(†) is its annihilation (creation) operator. The

second-order corrections χj−1,j and χj to the qudit and resonator energies, are defined

in Eqs. (4.3.10) and (4.3.11). Additionally, we describe a coherent driving of the

resonator at frequency ωd by [Blais et al. (2021)]

Hd =
Ω

2

(
eiωdt−iϕa+ e−iωdt+iϕa†

)
, (4.3.15)
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which enables the readout of qudit states.

4.4 Readout of Qudit States

The readout of a transmon qudit, in short, consists of driving the readout resonator

while recording the response signal. We model the time evolution of a general quantum

state ρ comprised of a qudit and its readout resonator by the following Lindblad

master equation:

d

dt
ρ = −i[Heff +Hd, ρ] + κD[a](ρ) , (4.4.1)

where D[L](ρ) = LρL† − (L†Lρ + ρL†L)/2 is the Lindblad dissipator and κ is the

decay rate of the resonator. Using the effective Hamiltonian given by Eq. (4.3.14)

and assuming the qudit to be in state |j⟩, we arrive at the equation of motion of the

mean-field amplitude A ≡ ⟨a⟩ = Tr[aρ]

d

dt
A = −i(ωr + χj)A− i

Ω

2
e−iωdt+iϕ − κ

2
A . (4.4.2)

The fact that A depends on the qudit state |j⟩ is used to discriminate different qudit

states. If the qudit is in a mixture or superposition of states, this measurement

procedure projects the qudit onto one of its Fock states [Blais et al. (2021)].

The general form of the complex value returned by an IBM Quantum device is

Ā =

T∫

0

dt k(t)A , (4.4.3)

where k(t) encodes the so-called kernel integration instructions, see meas kernel

[McKay et al. (2018)] in Qiskit [Qiskit contributors (2023)], and T is the total

duration of the measurement. The choice k(t) = exp(iωdt) corresponds to integrating

the measurement signal in the rotating frame of the drive, see Sec. 4.4.1, whereas the

choice k(t) = exp(iωmt) corresponds to a frame rotating at an arbitrary modulation

frequency ωm, see Sec. 4.4.2.

In the following, we mainly consider the offset charge configuration ng = 0. The

value of ng influences the transmon qudit energy spectrum, see Sec. 4.2(a). Note that

due to the significant dependence on ng of the third and higher excited states, their

corresponding readout-resonator states may be smeared out in phase space if charge

noise is present. In Fig. 4.1(b) we present an overview of the energy dispersion ϵ3
of the third excited state defined in Eq. (4.2.5) for several IBM Quantum devices.

Since ϵ3 decreases with increasing EJ/EC , qudits that lie in the upper-right region

are preferred in general.
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Figure 4.2: Theory prediction of the readout resonator amplitude. (a) Drive-frequency-
dependent phase-space positions Ad

j and Am
j of the coherent state of the resonator given the

qudit prepared in |j⟩, see Eqs. (4.4.4) and (4.4.9). For ωm = ωd, the trajectories of all states

Ad
j match, denoted by the black circle. The colored lines correspond to Am

j for ωm = ω
(0,1)
d,0 .

Crosses indicate the positions at ωd = ωm where both models match, Ad
j = Am

j . (b), (c)
Error measures ξj and ξ in the frame of ωd and ωm respectively, see Eqs. (4.5.5) and (4.5.6).
Following Secs. 4.2 and 4.3, for these plots, we determine EJ/EC by the qubit parameters
ω0,1 and α1 from ibm lagos Q4 (July 7, 2023). Moreover, we choose g/2π = 100MHz,
Ω/2π = 100MHz, κ/2π = 5MHz, T = 0.35 µs, σj = 0.13Ω/κ, ϕ = 0, and ng = 0.

4.4.1 Rotating Frame of Drive

In this section, we will work in the rotating frame of the drive. Quantities in this frame

will be denoted by the superscript d. Since Eq. (4.4.2) is defined in the laboratory

frame, we choose k(t) = exp(iωdt) to transform the signal into the rotating frame of

the drive and obtain

Ād

T

κT≫1−→ −Ω

2

eiϕ

ωr + χj − ωd − iκ/2
≡ Ad

j . (4.4.4)

Here, Ad
j is the complex-valued steady-state amplitude of the resonator when the qudit

is in state |j⟩ and defines a coherent state
∣∣∣Ad

j

〉
. Its dependence on the resonator drive

frequency is presented in Fig. 4.2(a). Varying ωd, the steady-state amplitudes Ad
j of

the readout resonator move on a circle centered at Ac = −ieiϕΩ/2κ with diameter

Ω/κ. At resonance ω
(j)
d,0 = ωr + χj , the states reach the maximum amplitude 2Ac.

For qudit readout, it is important that the distance di,j = |Ad
i − Ad

j | between two

qudit-state-dependent resonator states is large. We can identify two regimes of how

the positions of the states in phase space depend on the readout drive frequency.

For a large resonator decay rate κ≫ |χi − χj |, all states are close to the position of

maximum amplitude within the same frequency range. In this case, di,j exhibits only

one maximum at

ω
(i,j)
d,0 = ωr +

χi + χj

2
, (4.4.5)

di,j

(
ω
(i,j)
d,0

)
=

2Ω|χi − χj |
(χi − χj)2 + κ2

. (4.4.6)
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Figure 4.3: Visualization of the different regimes of steady-state movement in the complex
plane of the readout-resonator amplitude. For a large resonator decay rate κ≫ |χi − χj |, all
states are close to the position of maximum amplitude within the same frequency range. For
a small resonator decay rate κ≪ |χi − χj |, the states hit the resonance maximum at distinct
frequencies.

In contrast, for a small resonator decay rate κ≪ |χi−χj |, the frequency ranges where

the state amplitudes Ad
j are close to the maximum amplitude do not match, i.e., Ad

j

hit the resonance maximum at distinct frequencies. A visualization is given in Fig. 4.3.

Here, two drive frequencies ωd = ω
(i,j)
d,± maximize the distance di,j ,

ω
(i,j)
d,± = ω

(i,j)
d,0 ± 1

2

√
(χi − χj)2 − κ2 , (4.4.7)

di,j

(
ω
(i,j)
d,±

)
=

Ω

κ
≡ dc , (4.4.8)

where dc denotes the diameter of the circle on which the states move. Thus, at ω
(i,j)
d,± ,

both states are located on opposite sides of the circle, which is the maximum separation

they can obtain.

If we set the drive frequency to ω
(i,j)
d,0 or ω

(i,j)
d,± , i.e., maximizing the distance between

state |i⟩ and |j⟩, the distance between other pairs of states is in general reduced and

hence not optimal for discrimination of these states. Therefore, in Sec. 4.5, we present

two measurement strategies to mitigate this issue.

4.4.2 General Rotating Frame

In a frame of a general rotation frequency ωm, i.e., choosing k(t) = exp(iωmt), the

state reached in the long-time limit κT ≫ 1 is time dependent,

Ām

T

κT≫1−→ ei((ωm−ωd)T/2)sinc ((ωd − ωm)T/2)Ad
j ≡ Am

j , (4.4.9)

where sinc(x) = sin(x)/x and the superscript m is used to denote quantities in this

frame. The difference between Eqs. (4.4.4) and (4.4.9) is an additional factor of sinc

peaking at ωd = ωm. These resonator-state amplitudes and their dependence on the

drive frequency ωd are also visualized in Fig. 4.2(a). The states Ad
j move on the black

circle with diameter Ω/κ, whereas the motion of the states Am
j follows a distorted
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circle (colored curves).

4.5 Measurement Strategies

In the previous section, we presented a model describing the readout on supercon-

ducting quantum hardware. The centers of the Wigner functions of the coherent

readout-resonator states when the qudit is in state |j⟩ are given by Aj . Due to intrinsic

quantum noise and hardware limitations, the possible readout-resonator states for each

qudit state overlap. This leads to potential misclassification and thus measurement

errors when reading out the qudit states.

In the following of this section, we propose two strategies for improving qudit

readout compared to the default measurement scheme that utilizes a single resonator

drive frequency that optimizes the classification of |0⟩ and |1⟩. The first strategy

consists of finding a single frequency that maximizes the distinguishability between

all d qudit Fock states. In the second strategy, we allow for multiple different drive

frequencies.

4.5.1 Assignment Matrix

To arrive at a measure of the distinguishability of states, we introduce the measurement

assignment matrix M [Bravyi et al. (2021)]. The qudit-state-dependent resonator

states are defined by their steady-state amplitude Aj . We assume their Wigner

functions to follow a two-dimensional Gaussian distribution,

G(z,Aj , σj) =
1

2πσ2j
exp

(
−|z −Aj |2

2σ2j

)
, (4.5.1)

centered at Aj with standard deviation σj larger than the intrinsic quantum noise.

The elements of M are given by

Mi,j =

∫
d2z G(z,Aj , σj)

∏

k ̸=i

Θi,k (4.5.2)

and define the probability to classify a measurement as state |i⟩ even if state |j⟩ was
prepared. The region corresponding to each state |i⟩ is defined by the maximum

likelihood estimator (MLE) leading to

Θi,k = Θ(G(z,Ai, σi)−G(z,Ak, σk)) , (4.5.3)

where Θ denotes the Heaviside function. For σj = σ (valid assumption for the hardware

setup studied later in this chapter, see the discussion about the distribution of σ

of Gaussian fits in the second paragraph of Sec. 4.6), the MLE is equivalent to the

minimum distance estimator (MDE) that implies

Θi,k = Θ(|z −Ak| − |z −Ai|) . (4.5.4)

42



4.5 Measurement Strategies

Using the MDE, a data point z is assigned to the region of state Ai if its Euclidean

distance to all of the other states Ak is larger. In contrast, using the MLE, a data

point z is assigned to the region of the state Ai that has the largest value of the

probability density at that point. For simplicity and since in our measurements all σj
are comparable, we choose the MDE throughout this chapter.

Ideally, Mi,j = δi,j , meaning perfect measurement: a measurement outcome is

assigned to |i⟩ only if |j⟩ was prepared. We define the error measures

ξj = 1−Mj,j , (4.5.5)

where ξj is the probability of misclassifying the qudit state |j⟩, and their mean ξ over

all d qudit states,

ξ =
1

d

d−1∑

j=0

ξj . (4.5.6)

The theoretical dependence of ξj and ξ on the readout resonator drive frequency is

shown in Figs. 4.2(b) and 4.2(c). The measurement errors ξj achieve their minima at

different readout resonator drive frequencies. If ωm ≠ ωd, the locations of the minima

cannot be distinguished as well as for ωm = ωd. In the current setup of IBM Quantum

hardware, the frequency ωm of the rotating frame cannot be changed. Therefore, the

difference between the frequency dependencies of all ξj is less pronounced.

Note that for setups where σj = σ and all qudit states lie on a circle centered at

Ac = xc + iyc, the assignment matrix Mi,j can be expressed in terms of Owen’s T

function, that allows for a fast numerical calculation. Examples of such setups are

qudit systems with ωm = ωd, see Sec. 4.4.1, or qutrit systems even with arbitrary ωm.

In the rotated coordinate system in which Ai and Ai+1 are aligned along the real axis

in phase space, Eq. (4.5.2) can be written as

Mi,j =
1

2πσ2

xc∫

−∞

dx

y(x)∫

−∞

dy exp

(
−(x− xj)

2

2σ2
− (y − yj)

2

2σ2

)

=
1

2
√
2πσ

xc∫

−∞

dx exp

(
−(x− xj)

2

2σ2

)(
1 + erf

(
yc − yj + ai(x− xc)√

2σ

))

=
1

4

(
1− erf

(
xj − xc√

2σ

))
+ T

(
xj − xc
σ

,−ai,
yc − yj + ai(xj − xc)

σ

)
, (4.5.7)

where y(x) = yc + ai(x− xc) and ai is the slope of the bisecting line between Ai and

Ai−1,

ai = −xi − xi−1

yi − yi−1
, (4.5.8)

see the visualization in Fig. 4.4. The variables xj and yj are the real and imaginary

43



Chapter 4 Resolving Transmon Qudit States on IBM Quantum Hardware

<latexit sha1_base64="C+IdUr+UMOrAVitwGsILzQsJZps=">AAAD+3ichVPLbtNAFD2pC7Tl0QdLNlEjJFaRjVBbdpVKKzZIRZC2Uqkq25mGUfzqjNMqWPmEbuED2CG2fAz/woIzNw4ShDRjje+dM/ee+5iZqEi0LX3/Z2PBW7xz997S8sr9Bw8fra6tbxzZfGBi1YnzJDcnUWhVojPVKXWZqJPCqDCNEnUc9ffc/vGVMlbn2ftyWKizNOxl+kLHYUno3fA8Pl9r+W1fRnNaCWqlhXoc5uuNS3xAFzliDJBCIUNJPUEIy+8UAXwUxM5QETPUtOwrjLBC3wGtFC1Con3+e1yd1mjGteO04h0zSsJp6NnEU84DYYxo7aIq6pbyF+cnwXozI1TC7DIcUkZkXBbGN8RLfKTFPM+0tpzkMt/TVVXiAjtSjWZ+hSCuzvgPzyvuGGJ92WliXyx75IhkfcUOZJQdZuC6PGFoSsVdylCkEpasZgzJZyhd910+s6srWMOQO+6U7C1nVDGGZTW59P42O1vfBtebrlg623F2Ctdyrqn00+VdyX0aiZz02FCrBB3HmeWn+f3PU8/1VHIfpz0dOuKrCP59A9PK0fN2sNUO3r5o7b6s38cSnmATz/gGtrGL1zjkqcXsyg0+44s38r5637zvY9OFRu3zGH8N78dv/gDNew==</latexit>yc

<latexit sha1_base64="nlmYGjYh45KolcdxMFI6TDBfV1g=">AAAD+3ichVPLbtNAFD2pebTl0deSTUSExCqyEYKyK4JWbJBaQdpKpapsZxpG8YsZpyhY+QS28AHsEFs+pv/SRc/cOJVKSDPW+N45c++5j5mJikTb0vfPGwverdt37i4uLd+7/+Dhyura+r7NByZWnThPcnMYhVYlOlOdUpeJOiyMCtMoUQdR/43bPzhTxuo8+1gOC3Wchr1Mn+o4LAl9eH2iT1ZbftuX0ZxWglppoR67+VrjCz6hixwxBkihkKGkniCE5XeEAD4KYseoiBlqWvYVRlim74BWihYh0T7/Pa6OajTj2nFa8Y4ZJeE09GziCeeOMEa0dlEVdUt5wflNsN7MCJUwuwyHlBEZl4TxPfESn2kxzzOtLSe5zPd0VZU4xaZUo5lfIYirM77iecsdQ6wvO01si2WPHJGsz9iBjLLDDFyXJwxNqbhLGYpUwpLVjCH5DKXrvstndnUFaxhyx52SveGMKsawrCaX3t9kZ+vb4HrTFUtnO85O4aucayr9dHlXcp9GIic9NtQqQcdxZvlpfv/z1HM9ldzHaU+Hjvgqgn/fwLSy/6wdvGgHe89bW6/q97GIR3iMp3wDL7GFd9jlqcXsynf8wE9v5P3yfnt/xqYLjdpnA9eG9/cSSnbNSQ==</latexit>

Ai

<latexit sha1_base64="gOqVrV2ZBvlZ6DgW0JYWbsfcAKw=">AAAD/3ichVPLbtNAFD2pebTl1cKSTUSEhIQU2ajisWsFRWyQikSaSqWqbGcaRvGLGacotbLgE7qFD2CHuu2n8C9d9MyNgwQhzVjje+fMvec+ZiYqEm1L3//dWPKuXb9xc3ll9dbtO3fvra3f37X50MSqE+dJbvai0KpEZ6pT6jJRe4VRYRolqhsNXrv97rEyVufZx3JUqIM07Gf6SMdhSai7dVjpp8H4cK3lt30ZzVklqJUW6rGTrze+4BN6yBFjiBQKGUrqCUJYfvsI4KMgdoCKmKGmZV9hjFX6DmmlaBESHfDf52q/RjOuHacV75hREk5DzyYec74VxojWLqqibikvOE8E68+NUAmzy3BEGZFxRRjfEy/xmRaLPNPacprLYk9XVYkjvJRqNPMrBHF1xn943nDHEBvIThPbYtknRyTrY3Ygo+wwA9flKUNTKu5RhiKVsGQ1Y0g+Q+m67/KZX13BGkbccadkrzijijEsq8ml91fZ2fo2uN70xNLZTrJT+Crnmko/Xd6V3KexyGmPDbVK0EmceX6a3/889UJPJfdx1tOh7lUE/76BWWX3WTt43g4+bLQ2X9XvYxkP8QhP+AZeYBPvsMNTc505xXf88L55P71f3tnEdKlR+zzAX8M7vwSuw87F</latexit>

Ai+1

<latexit sha1_base64="unejFoX9VEmIMVZ2PG+fXoKbJcc=">AAAD/3ichVPLbtNAFD2pebTl1cKSTUSExIbIRhWPXSsoYoNUJNJUKlVlO9Mwil/MOEWplQWf0C18ADvUbT+Ff+miZ24cJAhpxhrfO2fuPfcxM1GRaFv6/u/Gknft+o2byyurt27fuXtvbf3+rs2HJladOE9ysxeFViU6U51Sl4naK4wK0yhR3Wjw2u13j5WxOs8+lqNCHaRhP9NHOg5LQt2tw0o/DcaHay2/7ctozipBrbRQj518vfEFn9BDjhhDpFDIUFJPEMLy20cAHwWxA1TEDDUt+wpjrNJ3SCtFi5DogP8+V/s1mnHtOK14x4yScBp6NvGY860wRrR2URV1S3nBeSJYf26ESphdhiPKiIwrwvieeInPtFjkmdaW01wWe7qqShzhpVSjmV8hiKsz/sPzhjuG2EB2mtgWyz45IlkfswMZZYcZuC5PGZpScY8yFKmEJasZQ/IZStd9l8/86grWMOKOOyV7xRlVjGFZTS69v8rO1rfB9aYnls52kp3CVznXVPrp8q7kPo1FTntsqFWCTuLM89P8/uepF3oquY+zng51ryL49w3MKrvP2sHzdvBho7X5qn4fy3iIR3jCN/ACm3iHHZ6a68wpvuOH98376f3yziamS43a5wH+Gt75JbXxzsc=</latexit>

Ai�1

<latexit sha1_base64="xSHxhiLlnosq3etV4hAi1Q+R4TY=">AAAEBHichVNLbxMxEJ50ebTl0ZYeuURESD1FuwhBj0WUikulgkhbKYnQ7mYarOwL2ymkq1z7E7i2P6C3iiv/g//Cgc+TDRKENF55Z/x55puH7ahIlLG+/7O25N26fefu8srqvfsPHq6tbzw6NPlQx9yK8yTXx1FoOFEZt6yyCR8XmsM0SvgoGrx2+0enrI3Ksw92VHA3DfuZOlFxaAF1Opa/2vI9j9uvuh/XG37Tl1GfVYJKaVA1DvKN2mfqUI9yimlIKTFlZKEnFJLB16aAfCqAdakEpqEp2Wca0yp8h7BiWIRAB/j3sWpXaIa14zTiHSNKgqnhWaenmHvCGMHaRWXoBvIX5plg/bkRSmF2GY4gIzCuCOM+cEufYLHIM60sp7ks9nRVWTqhbalGIb9CEFdn/IdnFzsa2EB26vRGLPvgiGR9ig5kkC1k4Lo8ZahLxT3IUCQLS1YxhuDTkK77Lp/51RWoYYQdd0rmhjMqEcOgmlx6f5OdqW6D601PLJ3tJDumL3KuqfTT5V3KfRqLnPZYQysFncSZ56fw/c9TLfRkuY+zng4d41UE/76BWeXwWTN40QzePW/sbFXvY5ke0xPawht4STv0lg5wajH6840u6NI79668a+/7xHSpVvls0l/D+/EbLpXRUg==</latexit>

Re[A]

<latexit sha1_base64="hG0r0qAHQ60HWodlIKZigw14XcE=">AAAEBHichVPNbhMxEJ5kobQFSluOXKJGSDlFuwi1HINoERyQitS0lZII7W6cYGX/sJ226SpXHoErPEBvVa99D96FA58nG6Q2JPHKO+PPM9/82A6ySGrjur9LZefBw5VHq2vrj5883Xi2ubV9rNOhCkUzTKNUnQa+FpFMRNNIE4nTTAk/DiJxEgze2f2TM6G0TJMjM8pEJ/b7iezJ0DeA2m0jLkz+MR633na+bFbdusujMqt4hVKlYhymW6Vv1KYupRTSkGISlJCBHpFPGl+LPHIpA9ahHJiCJnlf0JjW4TuElYCFD3SAfx+rVoEmWFtOzd4hokSYCp4Veon5nhkDWNuoArqG/IN5yVh/boScmW2GI8gAjGvM+Am4oa+wWOYZF5bTXJZ72qoM9egNVyORX8aIrTP8x7OPHQVswDsVOmDLPjgCXp+hAwlkExnYLk8ZKlxxF9JnKZglKRh98ClI232bz/zqMtQwwo49Jb3gjHLE0Kgm5d4vstPFbbC96bKltZ1kJ+iczzXmftq8c75PY5bTHitoOaOTOPP8JL7/ecqlnoLv46ynRcd4Fd79NzCrHL+qe7t17/PraqNWvI9VekE7VMMb2KMGfaBDnFqI/vygn/TL+e5cOdfOzcS0XCp8ntOd4dz+BSrz0VE=</latexit>

Im[A]

<latexit sha1_base64="eurtw+zzA7dTZfXm5j19iPc8OA4=">AAAD+3ichVPLbtNAFD2pebTl0deSTUSExCqyEYKyK4JWbJBaQdpKpapsZxpG8YsZpyhY+QS28AHsEFs+pv/SRc/cOJVKSDPW+N45c++5j5mJikTb0vfPGwverdt37i4uLd+7/+Dhyura+r7NByZWnThPcnMYhVYlOlOdUpeJOiyMCtMoUQdR/43bPzhTxuo8+1gOC3Wchr1Mn+o4LAl9eH0Sn6y2/LYvozmtBLXSQj1287XGF3xCFzliDJBCIUNJPUEIy+8IAXwUxI5RETPUtOwrjLBM3wGtFC1Con3+e1wd1WjGteO04h0zSsJp6NnEE84dYYxo7aIq6pbygvObYL2ZESphdhkOKSMyLgnje+IlPtNinmdaW05yme/pqipxik2pRjO/QhBXZ3zF85Y7hlhfdprYFsseOSJZn7EDGWWHGbguTxiaUnGXMhSphCWrGUPyGUrXfZfP7OoK1jDkjjsle8MZVYxhWU0uvb/Jzta3wfWmK5bOdpydwlc511T66fKu5D6NRE56bKhVgo7jzPLT/P7nqed6KrmP054OHfFVBP++gWll/1k7eNEO9p63tl7V72MRj/AYT/kGXmIL77DLU4vZle/4gZ/eyPvl/fb+jE0XGrXPBq4N7+8lNPjNQw==</latexit>

Ac

<latexit sha1_base64="0S/0VWQxRffyy/+ua0F9piFhCOk=">AAAEDXichVPLbhMxFL3p8GjLK22XbCIipFSIaAYhYINUiYfYIBWJtJVKNfI4bmplXtiTkuko38AnsIUPYIfY8g38Sxc9vpkgQUjjkedeH9977sN2lMfaFr7/u7HiXbl67frq2vqNm7du32lubO7ZbGSk6skszsxBJKyKdap6hS5idZAbJZIoVvvR8IXb3z9VxuosfV+UuTpKxCDVx1qKAlDY3Co74+3nZSgfiFB3xg/HodwOm22/6/NozStBrbSpHrvZRuMjfaA+ZSRpRAkpSqmAHpMgi++QAvIpB3ZEFTADTfO+ogmtw3cEKwULAXSI/wCrwxpNsXaclr0losSYBp4tuo/5mhkjWLuoCrqFPMc8Y2ywMELFzC7DEjIC4xozvgVe0AkslnkmteUsl+WerqqCjukZV6ORX86Iq1P+4XmJHQNsyDstesWWA3BEvD5FB1LIHjJwXZ4xtLjiPqRgqZglrRkF+Ayk677LZ3F1OWooseNOyV5yRhViWFSTce8vs7P1bXC96bOls51mp+gTn2vC/XR5V3yfJixnPTbQKkancRb5aXz/89RLPRXfx3lPh07wKoJ/38C8sveoGzzpBu8et3c69ftYpbt0jzp4A09ph97QLk5Nortf6Ct98z57370f3s+p6Uqj9tmiv4b36wJOD9M+</latexit>

y(x) = yc + ai(x � xc)

<latexit sha1_base64="oFLdL62INiBQiqvSGsWRES6gcZ8=">AAAEHnichVPNbhMxEJ50+WnLX1qOXCICUi+JditUuCBV4kdckIpE2kpttfJunGBl/2pvSrervABPwSNwhQfghrjCu3Dg88RBgpDGK++Mv5n5PDO2oyJRpvT9n40V78rVa9dX19Zv3Lx1+05zY3Pf5GMdy16cJ7k+jISRicpkr1RlIg8LLUUaJfIgGj2z9oMzqY3Ks7dlVciTVAwzNVCxKAGFzQciVE87xwMt4vo8VJ3zsFadYDKpKywqtwibbb/r82jNK4FT2uTGXr7ROKVj6lNOMY0pJUkZldATEmTwHVFAPhXATqgGpqEptkua0Dpix/CS8BBAR/gPsTpyaIa15TQcHWOXBFMjskUPMV8yYwRvu6uEbiB/YV4wNly4Q83MNsMKMgLjGjO+Bl7SO3gsi0yd5yyX5ZG2qpIG9ISrUcivYMTWGf/heQ6LBjZiS4tesOcQHBGvz9CBDLKHDGyXZwwtrrgPKVhKZskcowCfhrTdt/ksrq5ADRUs9pTMJWdUYw+DanLu/WV+xt0G25s+e1rfaXaS3vO5ptxPm3fN92nCctZjDa1mdLrPojiF73+Rammk5Ps4H2lR+yqCf9/AvLK/3Q12usGbR+3dLfc+Vuke3actvIHHtEuvaA+nFtMH+kSf6Yv30fvqffO+T11XGi7mLv01vB+/AabA2y0=</latexit>

ai = �xi � xi�1

yi � yi�1

Figure 4.4: Visualization of the calculation of Mi,j using Owen’s T function. The area of
integration of Eq. (4.5.7) corresponds to the dark blue region of Ai. The Gaussian probability
distribution (illustrated by the gray circles) of the state |j⟩ that was prepared is located at
Aj .

part of Aj . The function T (h, a, b) is a generalized version of Owen’s T function,

T (h, a) = T (h, a, 0) [Owen (1956), Owen (1980)] and defined as

T (h, a, b) =
1
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It can be expressed by multiple standard Owen’s T functions,
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(4.5.10)

We used the standard definition of the error function, see Eq. (8.250.1) of [Gradshteyn

and Ryzhik (2015)],

erf(x) =
2√
π

x∫

0

du exp
(
−u2

)
. (4.5.11)

4.5.2 Finite Sampling

In experiments, measuring an unknown state |ψ⟩ =∑j cj |j⟩ in the Z basis is equivalent

to estimating its populations pj ≡ |cj |2 based on a set of N data points {zj}, also
called shots. For each shot, the total state is projected onto one of the d qudit states

|j⟩ with probability pj . Therefore, the total probability distribution of measuring one

shot at z given p⃗ = (pj) is a sum of all d Gaussians defined in Eq. (4.5.1) weighted

by pj . The measurement task can be understood as learning the parameters p⃗ of this
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multimodal probability distribution,

P (z|p⃗ ) =
d−1∑

j=0

pjG(z,Aj , σj) , (4.5.12)

where Aj and σj are obtained from a separate calibration measurement. Using the

normalization condition of p⃗,

pd−1 = 1−
d−2∑

j=0

pj , (4.5.13)

where pj ∈ [0, 1], the space of possible p⃗ can be mapped to a (d− 1)-simplex. Using

Bayesian inference, we define a recursion relation

P (j+1)(p⃗ ) =
P (zj |p⃗ )
P (zj)

P (j)(p⃗ ) , (4.5.14)

with

P (zj) =

∫
dd−1pP (zj |p⃗ )P (j)(p⃗ ) , (4.5.15)

between the estimated probability distribution (so-called prior) P (j)(p⃗ ) of the Gaussian

amplitudes p⃗ before and after receiving the jth data point zj , also called shot. Each

shot is drawn from the probability distribution P (zj |p⃗ ) defined in Eq. (4.5.12). After

obtaining N data points, the resulting probability distribution P (N)(p⃗ ) is given by

P (N)(p⃗ ) =

∏N−1
j=0 P (zj |p⃗ )
∏N−1

j=0 P (zj)
P (0)(p⃗ ) . (4.5.16)

The initial prior P (0)(p⃗ ) is chosen to be a uniform distribution.

If the width of the Gaussians is small compared to their distances, this method is

equivalent to the description given in the following. For simplicity, instead of using this

Bayesian ansatz of the probability distribution, each of the N shots is classified as one

of the d qudit states. The classification is based on the phase-space distance (MDE) to

the d qudit Fock states, whose positions have been calibrated before. The components

Nj of N⃗ equal the number of shots assigned to |j⟩. This procedure corresponds to

neglecting the actual position zj of this shot, i.e., its Gaussian weight G. Given Nj ,

the so-called posterior probability distribution P (N)(p⃗ ) for the qudit populations pj
for a perfect measurement is equal to

P (p⃗ |N⃗) = Dir(p⃗, N⃗) =
(N + d− 1)!
∏d−1

k=0Nk!

d−1∏

k=0

pNk
k , (4.5.17)
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with

d−1∑

j=0

pj = 1,

d−1∑

j=0

Nj = N, (4.5.18)

introducing the Dirichlet distribution Dir [Kotz et al. (2000)]. It is the so-called

conjugate prior of the multinomial distribution. The location of the maximum (also

called mode) with respect to pj is given by Nj/N , and its variances follow as

Var[pj ] =
(Nj + 1)/(N + d)[1− (Nj + 1)/(N + d)]

N + d+ 1
. (4.5.19)

Defining nj = Nj/N , for large N the variance of pj scales like nj(1− nj)/N .

We now consider the assignment matrix M , see Eq. (4.5.2), which describes mis-

classification errors. Using a Bayesian posterior ansatz, we find that the probability

distribution has to be modified to

P (p⃗ |N⃗) =
1

N Dir(Mp⃗, N⃗) (4.5.20)

where

N =

∫

Vp⃗

ddpDir(Mp⃗, N⃗) . (4.5.21)

The assignment matrix M reflects the fact that some shots are classified incorrectly

and maps proper states p⃗ from Vp⃗ (related to a (d−1)-simplex) to a subspace VMp⃗ ⊆ Vp⃗.

If N⃗/N ∈ VMp⃗, the location of the maximum (also called mode) can be computed

analytically,

p⃗mode =
1

N
M−1N⃗ . (4.5.22)

This result is similar to a common procedure known in Qiskit as “measurement

error mitigation”. Note that applying the inverse of M to N⃗/N /∈ VMp⃗ can lead

to negative components of p⃗mode /∈ Vp⃗. In Qiskit, this problem is circumvented by

approximating p⃗mode by the valid p⃗ ′ that is closest to N⃗ , see method least squares in

qiskit.utils.mitigation. filters.py [Qiskit contributors (2023)],

p⃗ ′ = argmin
p⃗

(
|N⃗/N −Mp⃗ |2

)
. (4.5.23)

Equation (4.5.23) is the estimate of the state populations p⃗ after measuring N⃗ shots.

We will use the uncertainty of these estimates, viz., the numerically calculated standard

deviations SD[pj ], to decide which of the proposed strategies performs best, i.e., exhibits

the smallest standard deviation.
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4.5.3 Comparison of Strategies

We consider two strategies that make use of either one or multiple drive frequencies.

In the default readout scheme of superconducting quantum hardware, measurement

pulses with a single drive frequency that maximizes the distinguishability between the

qubit states |0⟩ and |1⟩ are applied.

The first strategy we propose replaces the default frequency by the one that optimally

separates all qudit states in phase space simultaneously. Since, in general, the state |ψ⟩
that we want to measure is unknown, we suggest to optimize ξ defined in Eq. (4.5.6),

which is the average of the individual measurement errors ξj .

The second strategy uses N/d shots for each of the d different frequencies at which

individual states are most isolated, i.e., ξj are minimal. We will show that this strategy

is advantageous in cases when there is no single frequency at which all states are

separated well enough. Hardware parameters and the state to be measured determine

which of the two strategies outperforms the other.

To compare both strategies, we draw N = 1000 samples from the probability

distribution given by Eq. (4.5.12) for σj = σ and an equal-superposition state pj = 1/d.

The drive frequencies we use for (i) the single-drive strategy is the location of the

minimum of ξ and for (ii) the multifrequency strategy are the minima of ξj . Each

sample is classified using the MDE, see Eq. (4.5.4), i.e., by its Euclidean distance

to the nearest state |j⟩. The final probability distribution for the pj of the single-

frequency strategy is given in Eq. (4.5.20). The final probability distribution for the

multifrequency strategy is the normalized product of the term in Eq. (4.5.20) for each

measurement frequency ωk,

P (p⃗ |{n⃗k}) ∝
d−1∏

k=0

Dir(M(ωk)p⃗ |n⃗k) , (4.5.24)

where {n⃗k} is the list of counts of classified shots for the kth measurement frequency.

The standard deviation SD[pj ] is computed numerically from this distribution.

Figure 4.5(a) shows the dependence of the ratio of both averaged standard deviations,

SDs/m =
1

d

d−1∑

j=0

SDs/m[pj ] , (4.5.25)

on hardware parameters σj = σ and κ. The blue region corresponds to setups for

which the standard deviation SDs of pj using a single-drive frequency scheme is

smaller. In contrast, the red region corresponds to hardware configurations where it is

beneficial to measure at multiple frequencies, i.e., SDm of the multidrive frequency

scheme is smaller. The gray region indicates parameter values for which both standard

deviations exceed SDs/m ≥ 0.1. Since the expected values pj lie in [0, 1], this threshold

corresponds to an uncertainty of at least 10%.

The overall trend is that for small σ, i.e., strongly located Gaussians, the single-

frequency strategy performs at a similar, slightly better level than the multifrequency
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Figure 4.5: Comparison of measurement strategies. (a) Ratio of the standard deviation
SDm for the multifrequency strategy and the standard deviation SDs of the single-frequency
strategy applied to an equal-superposition state taking N = 1000 shots. The gray region
indicates where both standard deviations exceed SDs/m ≥ 0.1. The straight lines denote
constant values of σκ/Ω. We take the same qudit parameters as in Fig. 4.2 and choose
g/2π = 100MHz and Ω/2π = 100MHz. (b) Histogram of Gaussian widths σj for data
presented in Sec. 4.6. The distribution justifies the assumption σj = σ.

strategy. The multifrequency strategy is preferable for large σ, when the overlap of

the Gaussians would be too large using a single drive frequency. Intuitively, this is

expected since, for small κ and large σ, only one state is isolated from the others which

group together at the origin in phase space, see discussion of regimes κ ≶ |χj − χj+1|
in Sec. 4.4.1. We also added lines of constant relative uncertainty σκ/Ω. Along

these lines, the Gaussian widths σ are fixed in units of the diameter Ω/κ of the

circle on which the states move in the rotating frame of the drive. The solid line

corresponds to σ = 0.13Ω/κ chosen in Figs. 4.2(b) and 4.2(c), whereas the dashed line

approximately matches the threshold of SDs/m ≥ 0.1. Following the solid black line,

the standard deviation of the single-frequency strategy appears to exhibit a minimum

around κ/2π = 1 − 2MHz. For fixed σκ/Ω and small resonator decay rates κ, the

states move around the circle rather individually, whereas for large κ, the states move

as a group, see Sec. 4.4.1 and Fig. 4.3. The histogram shown in Fig. 4.5(b) is used to

justify the assumption σj = σ for the measurement data presented in Sec. 4.6.

4.6 Measurement on IBM Quantum Hardware

In this section, we will compare the model described in Sec. 4.3 to data obtained from

ibm lagos Q4 on July 7, 2023.

4.6.1 Preparation of Qudit States

We prepare the four lowest Fock states of an IBM Quantum transmon qudit, i.e., the

a so-called ququart studied in Sec. 4.6.2, by applying sequences of calibrated qudit X
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Figure 4.6: (a) Qudit resonator spectroscopy of transitions |i⟩ ↔ |j⟩. Colored markers
denote measured data and solid curves correspond to Gaussian fits. We plot each resonance
spectrum centered around the predicted transition frequency ω̃i,j , see Eq. (4.3.13), using
g/2π = 65MHz. (b) Rabi oscillations |i⟩ ↔ |j⟩ depending on the drive amplitude for fixed
pulse duration. We sweep the readout resonator drive amplitude while keeping all other
parameters of the drive fixed. For first-order qudit state transitions, we fit a sinusoidal
dependence on a linear function of the drive amplitude in the interval [0, 0.5], see the lines
connecting crosses and, respectively, diamonds. For second-order qudit state transitions, we
fit a sinusoidal dependence on a quadratic function of the drive amplitude in the interval
[0, 1], see the lines connecting dots and, respectively, triangles. The vertical dashed lines
indicate the locations of the first maxima obtained from the fits.

gates to the ground state |0⟩. For simplicity, we implement these X gates via Gaussian

pulses. For each pulse, we first calibrate its drive frequency ωd and second, its drive

amplitude Ωq.

The optimal drive frequency is obtained from a Gaussian fit to resonance measure-

ment data shown in Fig. 4.6(a), where we fix the pulse amplitude to an initial estimate.

First, the measured N = 2000 complex-valued shots per qudit drive frequency, using

the default readout pulse, are averaged. Second, these averages are rotated in the

complex plane such that their major principal axis is oriented along the real axis.

And third, the averages are projected onto the real axis which justifies the axis label

“rotated projected data”. For the spectroscopy measurements, in addition, we define

the origin of the ordinate of Fig. 4.6(a) to correspond to the initial state of the

analyzed transition and the maximum to the final state. Our estimated frequency ω̃i,j

is calculated by Eq. (4.3.13) using g/2π = 65MHz.

To obtain the initial estimate of the qudit drive amplitude, we define the rotation

angle θ of a resonant Rabi oscillation between states |j⟩ and |k⟩. Comparing both

sides of

exp(−iHd,efft) = exp

(
− i

2
θ(|j⟩⟨k|+ |k⟩⟨j|)

)
, (4.6.1)
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where the left-hand side is the time evolution of the effective drive Hamiltonian,

Hd,eff = Λ(j, k)(|j⟩⟨k|+ |k⟩⟨j|) . (4.6.2)

Therefore, the rotation angle θ depends on the effective Rabi frequency Λ(j, k) and

the pulse duration t. Starting with the Hamiltonian of a driven qudit in the rotating

frame of the drive, see [Blais et al. (2021)],

H = H0 + λV =
∑

j

(ω̃j − ωd) |j⟩⟨j|+ λ
Ωq

2

∑

j

√
j + 1(e−iϕ |j⟩⟨j + 1|+ eiϕ |j + 1⟩⟨j|) ,

(4.6.3)

for λ = 1, the rotation angle θ for Rabi oscillations between |j⟩ and |j + 1⟩ is given by

θ = tj,j+1Ω
(j,j+1)

√
j + 1 . (4.6.4)

In analogy to Sec. 4.3, we now perform a Schrieffer-Wolff transformation of the

Hamiltonian in Eq. (4.6.3). This method is used to predict the Rabi oscillation

frequencies of second-order transitions |j⟩ ↔ |j + 2⟩. For previous work on multiphoton

transitions, see, e.g., [Strauch et al. (2007), Danilin et al. (2018)]. An expansion in λ

leads to

H
(2)
d,eff = −

Ω2
q

8

∑

j

fj(e
−2iϕ |j⟩⟨j + 2|+ e2iϕ |j + 2⟩⟨j|) , (4.6.5)

where

fj =

√
(j + 1)(j + 2)(ω̃j+2 − 2ω̃j+1 + ω̃j)

(ω̃j+2 − ω̃j+1 − ωd)(ω̃j+1 − ω̃j − ωd)
. (4.6.6)

Note that these expressions only hold for ωd ̸= ω̃j+1 − ω̃j , i.e., drive pulses that are

not resonant with transitions between neighboring qudit levels |j⟩ ↔ |j + 1⟩. The

rotation angle for Rabi oscillations between non-neighboring states |j⟩ and |j + 2⟩ can
be computed using Eq. (4.6.5),

θ = tj,j+2

(
Ω(j,j+2)

)2

4
fj . (4.6.7)

Thus, the Rabi frequency of the |0⟩ ↔ |2⟩ transition scales quadratically with Ω(0,2).

Using Eqs. (4.6.4) and (4.6.7), the initial estimate for the π-pulse amplitudes Ω
(j,k)
π

can be related to the default X-gate amplitude Ω
(0,1)
π reported by the IBM Quantum
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backend,

Ω(j,j+1)
π =

Ω
(0,1)
π√
j + 1

, (4.6.8)

Ω(j,j+2)
π = 2

√
Ω
(0,1)
π t0,1
fjtj,j+2

. (4.6.9)

Here we used that all single-qudit operations are implemented within the same duration

tj,j+1 = t0,1.

After evaluating the resonance measurement, we continue to calibrate the X-

gate drive amplitude via Rabi oscillations, see Fig. 4.6(b). The data are rotated

and projected onto the major principal axis as described before for the spectroscopy

measurements. As shown in Eq. (4.6.5), the Rabi frequency for transitions |j⟩ ↔ |j + 2⟩
depends nonlinearly on the drive amplitude. Since these transitions are suppressed by

the small factor Ωqfj , we choose tj,j+2 = 2t0,1 such that Ω
(0,2)
π does not exceed the

limits of IBM Quantum software/hardware restrictions: the drive amplitude in the

arbitrary units chosen in Fig. 4.6(b) has to be an element of [−1, 1]. The π amplitude

of an X-gate pulse is identified with the location of the first maximum in Fig. 4.6(b),

indicated by a dashed line. For transitions between neighboring states, we fit a sine

dependence on a linear function of Ωq and, for second-order transitions, we fit a sine

dependence on a second-order polynomial of Ωq. Using those fits, any desired rotation

angle, e.g., π for an X gate or π/2 for a Hadamard gate, can be mapped back to a

corresponding pulse amplitude.

The sequence of calibrating drive frequency and amplitude described above can be

iterated several times to improve gate fidelity. Here, for simplicity, we consider only

one round of calibrations. To increase fidelity, we chose the initial value for Ω1,3 based

on prior test measurements.

Implementing gates in the |j⟩ ↔ |j + 2⟩ subspace results in two advantages. First,

our implementation of an X-gate Xj,j+2 between |j⟩ and |j + 2⟩ takes only twice the

single-qudit gate duration t0,1. In contrast, using single-qudit gates, Xj,j+2 consists

of three single-qudit operations Xj,j+1Xj+1,j+2Xj,j+1 with a total duration of 3t0,1.

Second, the calibration of the drive frequencies (amplitudes) for |0⟩ ↔ |1⟩ and |0⟩ ↔ |2⟩
are independent of each other and can therefore be combined into a single Qiskit

job (set of measurements submitted to an IBM Quantum device). In contrast, the

frequency calibration for the transition |1⟩ ↔ |2⟩ depends on the Rabi measurement

for the transition |0⟩ ↔ |1⟩. In total, we can perform our calibration procedure in four

Qiskit jobs:

1. drive frequency of X01 and X02,

2. drive amplitude of X01 and X02,

3. drive frequency of X12, X23, and X13,

4. drive amplitude of X12, X23, and X13.
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Figure 4.7: Measurement of ququart states on ibm lagos Q4 (July 7, 2023). (a) Drive-
frequency-dependent and qudit-state-dependent resonator amplitudes, the experimental
equivalent of Fig. 4.2(a). The colored dots are the measurement results of all N = 2000
shots for each prepared Fock state for the drive frequency ωd = ω0 = 7.2463GHz. The
black crosses mark the centers of their Gaussian fits and the black straight lines indicate the
boundaries of regions assigned to individual Fock states. These boundaries are constructed
using the minimum distance estimator, see Eq. (4.5.4). The colored curves (with white
shadows) correspond to the centers of Gaussian fits to the Fock states |j⟩. A video of this
panel is available at [Kehrer (2025)]. (b) Measurement errors ξj = 1 −Mj,j based on all
measured shots of the data presented in (a). Here, the elements Mi,j of the assignment
matrix equal the relative number of shots, Ni/N , that are classified as |i⟩ even if |j⟩ is
prepared. The horizontal gray line denotes the measurement error ξdef obtained using the
default measurement pulse. (c) Measurement errors ξj based on Gaussian fits to the data
presented in (a) and the assignment matrix M defined in Eq. (4.5.2). Using the centers and
average σ of Gaussian fits for each readout resonator drive frequency, see Fig. 4.5(b), we
calculate M numerically. The ξj shown in (b) are larger than those in (c) since they do
not only represent assignment errors, but also include additional errors such as qudit decay,
leakage, and imperfect state preparation. In both (b) and (c), the minimum of the average
assignment error ξ is smaller than ξdef obtained by the default pulse.

In contrast, the standard sequential calibration of single-qudit X gates would take six

jobs: two for each of the three single-qudit X gates between neighboring states.

4.6.2 Measurement of a Ququart

After calibration of the standard single-qudit gates X01, X12, and X23 as well as the

higher-order (two-photon) single-qudit gates X02 and X13, we compare the readout

model described in Sec. 4.3 to measurements executed on ibm lagos Q4 (July 7,

2023). In Fig. 4.7(a) we show the measurements of the four lowest Fock states for

various readout resonator drive frequencies. This plot is the experimental equivalent

of Fig. 4.2(a). A video of this panel is available at [Kehrer (2025)]7. For each Fock

state and for each readout resonator drive frequency, we take N = 2000 shots while

keeping the other drive parameters fixed at the default values. For ωd/2π = ω0/2π =

7.2463GHz, Fig. 4.7(a) shows all shots in the color of the prepared Fock state. This

value of ω0 is −5.5MHz off the default frequency reported by the IBM Quantum device.

Black crosses highlight the centers of the Gaussian fits. For other drive frequencies, we

7Direct link: https://tobias-kehrer.github.io/thesis/qudit measurement/ [Accessed: July 30, 2025]
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only plot the centers of the Gaussian fits as colored lines (with a white shadow). The

straight black lines denote the boundaries of regions (defined via MDE, see Eq. (4.5.4))

that are assigned to one Fock state.

We analyze the measurement errors in two ways. First, we define the elements Mi,j

by the relative number of shots, Ni/N , classified as |i⟩ even if |j⟩ is prepared. In

this way, M incorporates misclassification errors but also additional errors such as

imperfect qudit state preparation. From this matrix, we obtain the errors ξj , displayed

in Fig. 4.7(b). Second, we use the centers of the Gaussian fits for each qudit state and

for each value of the resonator drive frequency and a fixed value of σ to compute the

assignment matrix defined in Eq. (4.5.2). By examining these Gaussian fits, we find a

narrow distribution of the σ values: σ = (0.302± 0.017) (same arbitrary units as in

Fig. 4.7(a)), see Fig. 4.5(b). The resulting errors ξj are shown in Fig. 4.7(c). Here,

the ξj only represent errors that arise from misassignment of shots drawn from the

multi-Gaussian distribution, see Eqs. (4.5.1) and (4.5.2). Since real devices feature

other sources of error, e.g., qubit decay, leakage, and imperfect state preparation, the

values of ξj presented in Fig. 4.7(b) are larger than in Fig. 4.7(c).

Our model, visualized by the theory plots in Figs. 4.2(a) and 4.2(c), shows qualitative

agreement with the data presented in Figs. 4.7(a) and 4.7(c). In both Figs. 4.7(b)

and 4.7(c), the horizontal gray line ξdef denotes the average assignment error of the

four lowest Fock states using the default readout pulse and should be compared with

the solid black line ξ. The corresponding data were taken from Rabi calibration

measurements, similar to Fig. 4.6(b), at the drive amplitude that is closest to the

fitted optimum.

We find a dependence of the measurement errors ξj on the readout resonator

frequency as expected. The data presented in Figs. 4.7(b) and 4.7(c) suggest that

the default measurement frequency is not ideal to separate all four qudit states

simultaneously. However, the minima appear at only slightly different positions. Note

that the difference in positions is small due to IBM Quantum software/hardware

limitations: ωm cannot be set to its ideal value ωm = ωd, see Sec. 4.4.2. We expect

the impact of varying the readout resonator drive frequency to be much higher if it is

possible to analyze all data in the rotating frame of the drive, compare Figs. 4.2(b)

and 4.2(c).

In this chapter, we focused on the analysis of only four qudit states since the readout

of higher excited states beyond |3⟩ becomes difficult for several reasons. Higher-excited

states are more sensitive to charge noise, see Fig. 4.1(a). Since χj depends on the qudit

spectrum ωj , charge noise leads to ambiguous steady-state amplitudes. In addition,

finding a single drive frequency that properly separates all qudit states becomes more

difficult with an increasing number of qudit states. For example, for the IBM Quantum

device that we utilized in this chapter, we estimate χ1 < χ4 < χ2 which indicates that

the steady-state amplitude corresponding to |4⟩ lies between |1⟩ and |2⟩. We expect

that the more states are involved, the better the performance of a multifrequency

strategy in comparison to a single-frequency strategy given a small κ ≪ |χi − χj |,
cf. Fig. 4.5. Examples for multifrequency readout for d = 8 and d = 12 are [Wang
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et al. (2025), Champion et al. (2025)]. Here, EJ/EC reaches values up to 325.

4.7 Conclusion

We have presented a model that describes phase-space measurement data of qudit

states on superconducting quantum hardware. Our model qualitatively matches

the data that we generated on a current IBM Quantum device. For qudit-state

preparation, we employ higher-order X gates between |j⟩ and |j + 2⟩. This scheme

leads to a reduction of the execution time of qudit quantum circuits as well as of

the duration of X-gate calibrations. Based on our model, we have compared the

performance of two measurement strategies, a single-frequency and a multifrequency

scheme, in simulations. For each strategy, we have identified the regime in hardware

parameter space where it is optimal. The multifrequency strategy is superior when

the qudit-state-dependent resonator states overlap significantly.

To use the full potential of both strategies, it is necessary to adjust the modulation

frequency ωm of the device. This is currently not possible on IBM Quantum hardware.

Despite these software and hardware restrictions, we still find predicted differences

in the frequency locations of the minima of the individual measurement errors ξj
and an improvement over the measurement error ξdef using the default measurement

pulse. We expect a better performance of the strategies for setups that operate in the

rotating frame of the drive ωm = ωd.

In the future, adaptive measurement schemes that change the drive frequency from

shot to shot or between bunches of shots may be possible. This can lead to a further

improvement of transmon qudit measurements.

The results and figures of this chapter have been published in parts in [Kehrer et al.

(2024a)].
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Chapter 5

Simulating Effective Gain by

Mirroring Native Decay Using Echo

Sequences

This chapter is based on preliminary and unpublished results obtained in a collaboration

with T. Nadolny.

5.1 Motivation

In the current noisy-intermediate-scale quantum (NISQ) era [Preskill (2018)], available

quantum computers are still far away from exceeding qubit numbers of many thousands

that are of sufficient quality such that millions of logical gates can be executed.

Hopefully, in the near future, we will understand what “far away” truly means. In the

meantime, before achieving fault-tolerant universal quantum computing, we might

focus on using quantum computing platforms as quantum simulators [Feynman (1982),

Johnson et al. (2014), Altman et al. (2021)], in the spirit of classical analog computing.

Taking IBM Quantum [IBM Quantum. (2025)] as an example, the former pulse-level

access [Alexander et al. (2020)], which unfortunately has been removed in April 20258,

allowed users to program custom microwave-pulse schedules to control qubits in a

powerful and diverse fashion.

A quantum computer is built to perform environmentally isolated unitary time

evolutions of its quantum system. On NISQ-era quantum devices, however, native

qubit decay and dephasing does exist. Unsurprisingly, this noise can be used to

simulate an open system that exhibits a decay and dephasing rate identical to the

one of the hardware. The quantum simulation of open quantum systems is an active

field [Barreiro et al. (2011), Kropf et al. (2016), Chen et al. (2018), Garćıa-Pérez et al.

(2020), Del Re et al. (2020)]. In [Rost et al. (2020), Tolunay et al. (2023), Sun et al.

(2024)], native decay is used to generate nontrivial mixed states. In these papers,

echo sequences are used to mirror the native decay into an effective gain that leads

to a fully mixed state. Echo sequences are essential in (nuclear) magnetic resonance

8https://www.ibm.com/quantum/blog/qiskit-2-0-release-summary [Accessed: July 30, 2025]
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Sequences

imaging [Hahn (1950), Hennig et al. (1986), Haase et al. (2011)] and are related to

Ramsey interference [Ramsey (1950)].

In this chapter, we will understand the mirroring of native decay to effective gain in

a detailed way. By introducing asymmetries in the echo sequence, the effective gain

can be different from the resulting effective damping and lead to different mixed states

than the ones that have been presented before.

The chapter is structured as follows. In Sec. 5.2, we present the spin-1/2 toy model

including incoherent processes we want to simulate using the echo sequences. In

Sec. 5.3, we introduce the symmetric echo sequence and in Sec. 5.4 the asymmetric

echo sequence.

5.2 Model

In general, we want to simulate a nonunitary time evolution, e.g., incoherent gain and

damping in addition to unitary evolution. Natively, loss is present on arguably any

quantum computation platform. A special case of Lindblad master equations that

we would like to simulate are related to the study of quantum synchronization (see

Ch. 7), discussed in the second part of this thesis. Preferably, we want to simulate a

coherent drive and detuning in combination with incoherent gain and damping.

Let us start with two-level systems, i.e., qubits. In the following, we want to model

the Lindblad master equation without drive,

ρ̇ = Lmodel(ρ) =− i

2
[∆Z, ρ] +K+D[σ+]ρ+K−D[σ−]ρ+KzD[Z]ρ , (5.2.1)

where K+ and K− are the gain and damping rates, Kz is the dephasing rate, and X,

Y , and Z are the Pauli matrices. Furthermore, we use σ+ = |1⟩⟨0| and σ− = |0⟩⟨1|.
The corresponding evolution of ρ(0) for a duration 2T results in

ρmodel
00 (T ) =

K− − e−2(K−+K+)T (K− − (K− +K+)ρ
(0)
00 )

K− +K+
, (5.2.2)

ρmodel
01 (T ) = ρ

(0)
01 e

−(K−+K++4Kz+2i∆)T , (5.2.3)

where ρij = ⟨i| ρ |j⟩. In particular, the steady state

ρmodel
00 (T → ∞) =

K−
K− +K+

, (5.2.4)

is mixed and the coherences ρmodel
01 decay exponentially with rate K− +K+ + 4Kz.

The native Lindblad master equation of an idling qubit,

ρ̇ = L1(ρ) = − i

2
[δZ, ρ] + k−D[σ−]ρ , (5.2.5)

consists of a native damping with rate k− and a detuning δ that is approximately

constant during one time evolution [Ristè et al. (2013)]. In the quantum computing
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community, one such time evolution is called a “shot”. The evolution of an initial state

ρ(0) by Eq. (5.2.5) for a duration t reads

ρ
(1)
00 (t) = 1− e−k−t(1− ρ

(0)
00 ) , (5.2.6)

ρ
(1)
01 (t) = ρ

(0)
01 e

−(iδ+k−/2)t . (5.2.7)

Averaging over multiple shots, i.e., randomly drawn detunings δ that are normal

distributed, leads to a Gaussian decay of coherences,

ρ̄
(1)
01 (t) =

ρ
(0)
01√
2πσ

∞∫

−∞

dδ e−(δ−δ̄)2/2σ2
e−(iδ+k−/2)t = ρ

(0)
01 e

−(iδ̄+k−/2)t−σ2t2/2 . (5.2.8)

Here we used Eq. (2.326.3) of [Gradshteyn and Ryzhik (2015)]. The resulting coherences

oscillate at the mean detuning δ̄ and decay both exponentially and Gaussian.

5.3 Symmetric Echo Sequence

Our echo building block consists of two X gates that are nested within three evolutions

with L1. Using LX(ρ) = XρX, we define the evolution of one building block as the

concatencation L1 ◦ LX ◦ L1 ◦ LX ◦ L1. The first (right) and last (left) L1 are applied

for a duration T/2 and the central L1 is applied for a duration T . For the first and last

L1, we set the detuning to δ+∆, and for the central L1, we set the detuning to δ−∆.

In this way, the random δ part is canceled by the echo but the engineered ∆ remains

and can be used for quantum simulation purposes. The X gates are assumed to be

implemented on timescales significantly smaller than T . For a number nb of these

echo blocks, i.e., an even number 2nb of X gates, we obtain the iterative expressions

ρ
(nb)
00 (T ) =1− e−k−T/2 + e−3k−T/2 − e−2k−T + e−2k−Tρ

(nb−1)
00 (T ) , (5.3.1)

ρ
(nb)
01 (T ) =e−(k−+4kz+i2∆)Tρ

(nb−1)
01 (T ) . (5.3.2)

These recursions can be solved using the initial conditions ρ
(0)
00 (0) = ρ

(0)
00 and ρ

(0)
01 (0) =

ρ
(0)
01 ,

ρ
(nb)
00 (T ) =1− e−2nbk−T (1− ρ

(0)
00 )− e−k−T/2 1− e−2nbk−T

1 + e−k−T

=
(
1− e−2nbk−T

)(
1− 1

2 cosh(k−T/2)

)
+ e−2nbk−Tρ

(0)
00 , (5.3.3)

ρ
(nb)
01 (T ) =e−2nb(k−+4kz+i2∆)Tρ

(0)
01 . (5.3.4)
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Figure 5.1: Time evolution of the symmetric echo sequence defined in Eq. (5.3.3). The colored
solid zigzag curves correspond to the time evolution L1 between two X gates that correspond
to the jumps, see Eq. (5.2.5). Each color represents one echo block. The dashed curve denotes
the native decay ρ00(t) = 1− e−k−t. The dotted curve denotes the effective time evolution of
one echo block, see Eq. (5.3.7). The gray horizontal line corresponds to the steady state. (a)
Small decay durations k−T = 0.2. (b) Large decay durations k−T = 4.

For many repetitions of these echo blocks, the resulting state is given by

ρ∞00(T ) = ρ
(nb→∞)
00 (T ) = 1− 1

2 cosh(k−T/2)
, (5.3.5)

ρ∞01(T ) = ρ
(nb→∞)
01 (T ) = 0 . (5.3.6)

Note that ρ∞00(T ) ∈ [0.5, 1]. In the limit k−T ≫ 1 leading to ρ∞00(T ) = 1, the delay

between two consecutive X gates is so long such that the state decays completely. In

the limit k−T ≪ 1 leading to ρ∞00(T ) = 0.5, the state only decays marginally between

two consecutive X gates such that eventually the maximally mixed state is reached.

Time evolutions are shown in Fig. 5.1. The colored solid curves correspond to the

time evolution described by Eq. (5.2.5): one color per echo block. The jumps reflect

the effects of the X gates. The dashed curve shows the native decay ρ00(t) = 1− e−k−t.

The dotted curve corresponds to the effective time evolution generated by the echo,

ρblock00 (t) =
(
1− e−k−t

)(
1− 1

2 cosh(k−T/2)

)
+ e−k−tρ

(0)
00 , (5.3.7)

matching with the actual time evolution after each echo block.

Let us compare the steady state generated by the echo defined in Eqs. (5.3.3)

and (5.3.4) with the result of the Lindblad master equation in Eq. (5.2.1) that describes

gain and damping given in Eqs. (5.2.2) and (5.2.3). The off-diagonal components

restrict the gain and damping rates to K− +K+ + 4Kz = k− + 4kz, effectively fixing

K+. A Taylor expansion of the difference between ρ(nb)(T ) after nb echo blocks and

the model ρmodel(2nbT ) in k−T is used to fix the values of Kz and K−. Demanding

vanishing first order,

0 =

(
1− 2

K− + 4ρ
(0)
00 (Kz − kz)

k−

)
nbk−t , (5.3.8)

58



5.4 Asymmetric Echo Sequence

5 10 15 20
nb

0.00

0.25

0.50

0.75

1.00
k
−
T

(a)

0.01

0.02

0.04

100 101 102 103

nb

10−5

10−3

10−1

(b)

opt. k−T

opt. error
10−2

10−1

Figure 5.2: Error of symmetric echo sequence. (a) Difference between echo sequence consisting
of nb echo blocks, see Eq. (5.3.3), and ρmodel

00 (t→ ∞) = 1/2. The solid curves denote contour
lines and the dashed curve indicates the local minima of the error at given k−T . (b) The
dashed curve corresponds to the one in panel (a) and the solid curve is the value of the error
at this dashed curve. The two dotted lines correspond to n−1

b and n−2
b .

fixes Kz. Furthermore, demanding the resulting second order,

0 = (2ρ
(0)
00 − 1)

k− − 2K−

2k−ρ
(0)
00

n2b(k−T )
2 , (5.3.9)

to vanish implies K− = k−/2 and Kz = kz, leading to K+ = k−/2. The remaining

expression reads

ρ
(nb)
00 (T )− ρmodel

00 (2nbT ) =
nb(k−T )

3

8
+O

(
(k−T )

4
)
. (5.3.10)

Thus, the error of approximating the master equation Eq. (5.2.1) by the echo sequence

is linear in nb and of third order in k−T . Moreover, the echo sequence turns the native

decay into both effective damping and gain.

The more relevant error measure is the difference between the echo and the steady

state to be simulated. The steady state ρmodel
00 (t → ∞) = 1/2 for equal K− = K+

differs from ρ∞00 to second order in k−T ,

ρ∞00 =
1

2
+

(k−T )
2

16
+O

(
(k−T )

4
)
. (5.3.11)

The error, i.e., difference between ρmodel
00 (t→ ∞) = 1/2 and the state at the end of an

echo sequence of nb echo blocks is shown in Fig. 5.2(a). For a given decay rate k−
of the qubit, there exists an optimal relation between T and nb at which the error is

minimal, see the dashed curve in Figs. 5.2(a) and 5.2(b). For nb ≈ 103, this minimal

error scales approximately like n−2
b .

5.4 Asymmetric Echo Sequence

Using the symmetric echo sequence presented in the previous section, the effective

gain and loss rates are equal K− = K+ = k−/2. We are interested in generating other

steady states than ρ00 = 1/2. One way to engineer the ratio between the rates is
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Figure 5.3: Time evolution of the asymmetric echo sequence defined in Eq. (5.4.1) for
k−T = 0.2. The dashed curve denotes the native decay ρ00(t) = 1− e−k−t. The dotted curve
denotes the effective time evolution of one echo block. The gray horizontal line corresponds
to the steady state. (a) Negative shift τ = −0.3T leading to smaller steady-state ρ00. (b)
Positive shift τ = 0.3T leading to larger steady-state ρ00.

to modify the individual durations of the L1 evolutions in our echo sequence. We

introduce a shift τ that changes the durations t/2 → (t+ τ)/2 of the first and last L1,

and the duration t→ t− τ of the central L1. The asymmetric echo block, note the

tilde, reads

ρ̃
(nb)
00 (T, τ) = e−2nbk−Tρ

(0)
00 +

(
1− sinh(k−(T − τ)/2)

2 cosh(k−T/2) sinh(k−T/2)

)
(1− e−2nbk−T ) ,

(5.4.1)

ρ̃
(nb)
01 (T, τ) = e−2nb(k−+4kz+2i(∆+δτ/T ))Tρ

(0)
01 . (5.4.2)

The structure of the result is quite similar to the solution for the symmetric echo

in Eqs. (5.3.3) and (5.3.4). For τ = 0, the sinh terms cancel. Note that due to the

asymmetry, the native detuning δ is not canceled completely which results in Gaussian

damping of the coherences, see Eq. (5.2.8).

In Fig. 5.3, we present time evolutions of two asymmetric echo sequences. The

influence of the sign of τ on the effective gain and damping rates can be understood

intuitively. The evolutions of L1 for a duration (T + τ)/2 take place after an even

number of X gates, i.e., ideally identity. If their duration is increased, the native

decay is converted to an even larger effective decay. Vice versa, if the duration T − τ

of the L1 evolutions that take place after an even number of X gates is increased, i.e.,

negative τ < 0, the native decay is converted into a larger effective gain.

Similar to the symmetric echo, we can compute the difference between the asymmet-

ric echo and the model solution Eq. (5.2.2). The simulated detuning equals ∆ + δτ/T

and the off-diagonals of the state fixK−+K++4Kz = k−+4kz as before. The first and

second order of the Taylor expansion of the difference between the asymmetric echo and

the model in k−T and k−τ vanish if K+ = k−(1− τ/T )/2 and K− = k−(1 + τ/T )/2.

The remaining term is again of third order,

ρ̃
(nb)
00 (T, τ)− ρmodel

00 (2nbT ) =
nb
24

(k−T )
3
( τ
T

+ 1
)( τ

T
− 1
)( τ

T
− 3
)
+O

(
(k−T )

4
)
.

(5.4.3)
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Figure 5.4: Error of asymmetric echo sequence. (a) Difference between echo sequence consisting
of nb echo blocks and ρmodel

00 (t→ ∞) = (1 + τ/T )/2 at the optimal k−T for a given τ . The
solid curves denote contour lines and the dash-dotted line indicates τ = (1− 2/

√
3)T , i.e.,

the maximum deviation in Eq. (5.4.3). (b) The black (gray) dashed curve corresponds to
the optimal k−T that minimizes the difference between echo sequence and (1 + τ/T )/2 for
τ = −0.3T (τ = 0.3T ). The black (gray) solid curve represents the value of the error at the
corresponding dashed curve. The two dotted lines correspond to n−1

b and n−2
b .

The maximum deviation for τ ∈ [−T, T ] is achieved for τ/T = 1− 2/
√
3. Using this

asymmetric echo, the effective damping and gain rates can be tuned to distinct values.

The resulting steady state ground-state population can be tuned within the interval

[0, 1] and is approximately linear for small k−T and k−τ ,

ρ∞00 =
1

2

(
1 +

τ

T

)
+
( τ
T

+ 1
)( τ

T
− 1
)( τ

T
− 3
) (k−T )

2

48
+O

(
(k−T )

4
)
. (5.4.4)

We plot the difference between the asymmetric echo sequence consisting of nb echo

blocks and ρmodel
00 (t→ ∞) = (1 + τ/T )/2 in Fig. 5.4(a). For each value of τ and nb,

only the error at the optimal k−T is shown, i.e., the minimal error for a fixed value of

τ and nb. In Fig. 5.4(b), the optimal k−T and error are shown for τ/T = −0.3, 0.3.

No significant difference between both cases can be found.

5.5 Conclusion

In this chapter, we have learned how echo sequences can be used to generate mixed

states of qubits, i.e., spin-1/2. These echo sequences that consist of alternating decay

periods and X gates map native damping to both effective damping and gain of equal

magnitude. This can be used to simulate simple open quantum systems on quantum

hardware. However, the resulting effective gain and damping rates still depend on the

actual hardware.

We have shown that by making the echo sequence asymmetric in time, the ratio of

the resulting effective gain and damping rates can be changed. Thus, mixed states of

arbitrary Z expectation values can be prepared. The generation of nontrivial steady

states in combination with the simulation of open quantum systems is relevant for

realizing quantum synchronization in experiments. For a detailed presentation of

quantum synchronization see the second part of this thesis, e.g., Ch. 7.

In this regard, the simulation of spin-1 models is of special interest. It might be
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promising to study the echo sequences presented here for (transmon) qutrits in the

future. In this case, the native loss manifests mainly as a sequential decay of higher-

excited states into neighboring lower-excited states, see [Fischer et al. (2022)]. Since

higher-excited states often exhibit faster decay, they could be useful for simulating

effective gain and damping faster than the native rates. Echo sequences making use

of standard qudit X gates Xj,j+1 operating between neighboring states as well as

two-photon gates Xj,j+2, see Sec. 4.6.1, might lead to the preparation of useful steady

states. Later on, one might study models consisting of multilevel qudits.
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Chapter 6

Classical Synchronization

Synchronization, which Christiaan Huyguens in 1665 called“la sympathie des horologes”

(french for “the sympathy of clocks”), see letter no. 1335 of [Huygens (1893)], can

be defined as the alignment of features of oscillators with either external signals or

other oscillators. Examples for these features are the frequency of oscillation and the

phase of oscillation. For modern views on Huygen’s clocks see [Oliveira and Melo

(2015), Willms et al. (2017)]. In the last century, synchronization became a vivid

field of research by bringing together, e.g., biology [Buck (1938), Winfree (1967)],

laser physics [Stover and Steier (1966)], biochemistry/medicine [Schäfer et al. (1998),

Laurent and Kellershohn (1999), Glass (2001), Enjieu Kadji et al. (2007), Feillet et al.

(2014), Goldbeter and Yan (2022)], civil engineering [Strogatz et al. (2005), Rohden

et al. (2012), Taher et al. (2019)], and social sciences [Hong and Strogatz (2011a),

Hong and Strogatz (2011b)]. Several books on nonlinear dynamics [Pikovsky et al.

(2001), Strogatz (2003), Balanov et al. (2008)] but also life sciences [Wang (2022)]

feature synchronization.

About a decade ago, another avenue of synchronization emerged: quantum synchro-

nization [Lee and Sadeghpour (2013)]. Here, people try to identify unique quantum

features of synchronization of quantum oscillators. Starting in Ch. 7, quantum syn-

chronization will be the main topic of this second part of the thesis. In this chapter,

we will review the main aspects of classical synchronization that we will later use as a

reference for studies of quantum setups.

6.1 Kuramoto Model

Thinking about a model of clocks, naively, one could start with assigning a single scalar,

i.e., a phase of oscillation, to each clock. One ‘tick’ corresponds to a 2π evolution

of this phase and the corresponding frequency of oscillation is defined as the inverse

duration between two ticks. However, a physical clock is often realized as an oscillator

with nonvanishing amplitude and therefore more than one degree of freedom. In this

section, we will discuss synchronization of oscillators of fixed amplitude before moving

on to amplitude oscillators in the subsequent sections. In [Kuramoto (1975)], Yoshiki

Kuramoto proposed a model of synchronization consisting of phase oscillators, i.e.,
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Figure 6.1: Kuramoto model for K > 0. (a) Schematics of a two-oscillator Kuramoto model.
The blue curve depicts the right hand side of Eq. (6.1.2), the orange dashed line corresponds
to the value of the frequency difference ∆. The black dot (circle) highlights the location of
the stable (unstable) fixed point of ϕ̇AB = 0. The arrows indicate the time evolution of the
phase difference. (b) Phase diagram averaged over 50 realizations of N = 10, 102, 103, 104

oscillators after a duration tδω = 100. The width of each ribbon corresponds to the respective
standard deviation. The black dashed curve is the formal solution in the N → ∞ limit, see
Eq. (6.1.9). The inset shows the |R| = N−1/2 relation (gray line) at K = 0, see Eq. (6.1.12).

oscillators that are described by a phase of oscillation only. A broad review of various

modifications of the Kuramoto model can be found in [Acebrón et al. (2005)]. This

section is based on Ch. 13 of [Strogatz (2024)].

The Kuramoto model is described by the following set of first order nonlinear

differential equations

ϕ̇j = ωj +
K

N

N∑

i=1

sin(ϕi − ϕj) , (6.1.1)

where j ∈ [1, N ] and N is the number of oscillators that are all-to-all coupled with

strength K The jth oscillator is characterized by a phase of oscillation ϕj ∈ [−π, π]
and a frequency ωj . In general, the frequencies ωj are drawn from a distribution G(ω).

If K > 0, the coupling defined above is attractive and leads to synchronization of the

phases of the oscillators. Focusing on only two oscillators A and B, we can rewrite

Eq. (6.1.1) in terms of their phase difference ϕAB = ϕA − ϕB,

ϕ̇AB = ϕ̇A − ϕ̇B = ωA − ωB −K sin(ϕA − ϕB) = ∆−K sin(ϕAB) . (6.1.2)

In Fig. 6.1(a), this equation of motion of the two-oscillator Kuramoto model is

visualized. The black dot (circle) highlights the location of the stable (unstable) fixed

point of ϕ̇AB = 0. The arrows indicate the time evolution of the phase difference: to the

right if ϕ̇AB > 0 and to the left if ϕ̇AB < 0. In the presence of the frequency detuning

∆, two oscillators lock their relative phase to a single value ϕAB = arcsin(∆/K). For

|∆/K| ≪ 1, this value is close to zero. If |∆/K| > 1, the oscillators do not lock their

phase since no fixed point of ϕ̇AB = 0 exists. They rather oscillate monotonically with

varying frequency.

The dynamics of a macroscopic number of oscillators is richer. The equation of

motion Eq. (6.1.1) can be rewritten in a more elegant way using the complex order
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parameter

R = |R|eiΦ =
1

N

N∑

j=1

eiϕj . (6.1.3)

This order parameter is the average of the complex phase factors of the oscillators

implying |R| ∈ [0, 1]. It can be interpreted as the mean field of the oscillators. If the N

phases ϕj are identical, the magnitude of R is one. If the phases are distributed equally,

the magnitude of R is zero. Therefore, |R| acts as a measure of phase synchronization.

Interestingly, this order parameter appears natively in Eq. (6.1.1),

ϕ̇j = ωj +
K

N

N∑

i=1

Im[eiϕie−iϕj ] = ωj +K|R| Im[eiΦe−iϕj ] = ωj +K|R| sin(Φ− ϕj) .

(6.1.4)

Thus, the all-to-all coupling of oscillators can be understood as a coupling of each

individual oscillator to the mean field R.

The distribution G(ω) of frequencies has to be fixed to perform simulations. Here,

we choose a Gaussian distribution. Moving to a rotating frame, i.e., transforming all

phases by a linear shift proportional to the average frequency ω̄,

ϕj → ϕj + ω̄t , (6.1.5)

Φ → Φ+ ω̄t , (6.1.6)

the mean of the Gaussian distribution can effectively be chosen to be zero. Furthermore,

by rescaling time with respect to the Gaussian width δω, we can effectively choose

G(ω) to have unit variance. In Fig. 6.1(b), we present the average of the order

parameter |R| for N = 10, 102, 103, 104 oscillators over 50 realizations initialized with a

uniform distribution of phases. The width of each ribbon corresponds to the respective

standard deviation. The larger the number N of oscillators, the smaller the standard

deviation and the sharper the kink at K/δ = 2
√
2/π ≈ 1.596, see the discussion below

Eq. (6.1.9). The black dashed curve in Fig. 6.1(b) corresponds to the formal solution

of R(K) in the limit N → ∞. This solution will be given in the following.

Assuming K > 0 and that |R| is constant in time for large N , the oscillators with

|ωj | < K|R| lock to a phase value given by ωj = K|R| sin(ϕj). The expectation value

of the phase factor eiϕj = cos(ϕj) + i sin(ϕj) over all frequencies can be split into a

symmetric cos and antisymmetric sin part. Since for locked oscillators ωj and sin(ϕj)

are both antisymmetric in ωj whereas G(ωj) is symmetric in ωj , the sin part of the

phase factor expectation value vanishes. In the rotating frame where the average

frequency is zero, the average locking angle is also zero, i.e., Φ = 0. Therefore, the
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remaining term of expectation value of the phase factor eiϕj is

|R| =
K|R|∫

−K|R|

eiϕj(ωj)G(ωj)dωj =

K|R|∫

−K|R|

cos(ϕj(ωj))G(ωj)dωj , (6.1.7)

and can be rewritten using ωj = K|R| sin(ϕj),

|R| = K|R|
π/2∫

−π/2

cos2(ϕj)G(K|R| sin(ϕj))dϕj . (6.1.8)

In [Strogatz (2024)], it is shown that the nonlocked oscillators do not contribute to

this expectation value due to the symmetry of both G(ωj) and their density function

that depends on ϕj and ωj . Inserting G(ω) = e−ω2/2/
√
2π in Eq. (6.1.8), the following

implicit equation, also called self-consistency equation, for |R(K)| ≠ 0 is obtained,

1 =
K

2
e−K2|R|2/4

√
π

2

(
I0

(
K2|R|2

4

)
+ I1

(
K2|R|2

4

))
, (6.1.9)

where Iν is the modified Bessel function of the first kind. This function, see Eq. (8.406.1)

of [Gradshteyn and Ryzhik (2015)],

Iν(z) = e−iπν/2Jν(e
iπ/2z) (6.1.10)

can be expressed by the Bessel function of the first kind, see Eq. (8.402) of [Gradshteyn

and Ryzhik (2015)],

Jν(z) =
zν

2ν

∞∑

k=0

(−1)k
z2k

22kk!Γ(ν + k + 1)
. (6.1.11)

Using I0(0) = 1 and I1(0) = 0, the critical value Kc = 2
√

2/π ≈ 1.596 at which the

transition from |R| = 0 to |R| ≠ 0 occurs can be extracted from Eq. (6.1.8) analytically.

At K = 0, the system exhibits trivial dynamics: each oscillator oscillates with its

frequency ωj . For a uniform distribution of initial phases, the square of the magnitude

|R|2 = R∗R of the order parameter R has the following expectation value,

1

N2(2π)N

∫
dϕ1· · ·

∫
dϕN

N∑

i,j=1

ei(ϕj−ϕi) =
1

N
. (6.1.12)

Only the N terms ei(ϕj−ϕi) = 1 where ϕi = ϕj survive the integrals over each ϕj . The

result of each of these terms after integration over all ϕj yields (2π)N . In the inset of

Fig. 6.1(b), this prediction |R| = N−1/2 is compared to the results of the simulation.

This study sets the basics of synchronization at the level of phase oscillators. What

happens if we add a second degree of freedom, i.e., an amplitude, and what is the
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connection between phase oscillators and amplitude oscillators? An answer to the

second question is already hidden in this section: interpret the order parameter

R = |R|eiΦ defined in Eq. (6.1.3), which is based on many phase oscillators, as an

oscillator that exhibits an amplitude |R| ∈ [0, 1], a phase Φ, and oscillates with the

mean frequency of G(ω). The connection between the order parameter and an actual

amplitude oscillator has been presented in [Ott and Antonsen (2008), Pikovsky and

Rosenblum (2015)].

6.2 Limit Cycles

This section on limit cycles, the fundamental building blocks of describing synchroniza-

tion of amplitude oscillators, is based on Chs. 7 and 8 of [Strogatz (2024)] and Ch. 7

of [Pikovsky et al. (2001)]. A limit-cycle oscillator is an oscillator whose phase space

hosts a limit cycle. In some sense, the Kuramoto model implicitly consists of limit-

cycle oscillators that all exhibit a time-independent (and maybe even equal) radius.

But what is a limit cycle? A limit cycle is an isolated, closed, and one-dimensional

trajectory in the phase space of an oscillator. The adjective isolated refers to the

non-existence of other closed trajectories in its neighborhood. Closed, on the other

hand, can be rephrased as: we can find an angle-like S1 (1-sphere) parametrization

of the limit cycle, which will be called the phase (of oscillation). For example, this

definition of a limit cycle excludes: (i) orbits of a harmonic oscillator, since they are

dense in phase space, or (ii) the strange Lorenz attractor since even if it lives in a

bounded subset of its phase space, it is not closed. Often in this thesis, the term ‘limit

cycle’ will be used as a synonym for ‘limit-cycle oscillator’.

Intuitively, the closedness can be achieved by making a single orbit either stable/at-

tracting, unstable/repulsive, or both. A class of systems that feature a unique stable

limit cycle is the Liénard system [Liénard (1928), Perko (2001), Leonov and Kuznetsov

(2013)] defined by the second-order differential equation

d2x

dt
+ f(x)

dx

dt
+ g(x) = 0 . (6.2.1)

This equation can be reduced to the following set of first-order differential equations,

dx

dt
= ẋ = y , (6.2.2)

dy

dt
= ẏ = −f(x)y − g(x) . (6.2.3)

This Liénard system hosts a stable limit cycle if the continuously differentiable functions

f(x) = f(−x) and g(x) = −g(−x) satisfy:

(1) g(x) > 0 for x > 0,

(2) F (x) =
x∫
0

f(y)dy has exactly one zero at x = x0 > 0,
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Figure 6.2: Phase portraits of the van der Pol oscillator for various values of µ. The gray
arrows correspond to the vector field of the equations of motion, see Eqs. (6.2.2) and (6.2.3).
The black curve marks the limit cycle to which every trajectory converges.

(3) F (x) < 0 for 0 < x < x0,

(4) dF
dx (x) = f(x) ≥ 0 for x ≥ x0,

(5) F (x) → ∞ for x→ ∞,

see [Perko (2001)] for a proof.

Bifurcations are, e.g., changes in the number or stability properties of fixed points

or stabilized closed orbits in phase space depending on the value of a particular tuning

parameter. Examples in 2D are the saddle-node bifurcation, pitchfork bifurcations,

and the Hopf bifurcation. The saddle-node bifurcation describes the existence of a

saddle and fixed point above a critical value of the parameter and the coalescence

of both at the critical value. Below this critical value, no fixed point occurs. The

supercritical (subcritical) pitchfork bifurcation describes the existence of a single stable

(unstable) fixed point below (above) a critical value of the parameter. Above (below)

this critical value this fixed point becomes unstable (stable) and is accompanied by

two symmetrically distributed stable (unstable) fixed points. All three fixed points

coalesce at the critical value. The supercritical Hopf bifurcation is the change of a

stable spiral into an unstable spiral that is enclosed by a limit cycle. The subcritical

Hopf bifurcation describes the transition of a stable fixed point surrounded by an

unstable limit cycle that itself is surrounded by a stable limit cycle below a critical

value of the tuning parameter to an unstable fixed point that is surrounded by a

stable limit cycle. The unstable limit cycle and the stable fixed point coalesce at the

critical value. In this latter case, hysteresis occurs. An overview of different types of

bifurcation is given in [Chia et al. (2025)].

6.2.1 Van der Pol Oscillator

A famous example that exhibits a limit cycle is the van der Pol (vdP) oscillator [Pol

(1920), Pol (1927)]. It is a special case of a Liénard system where f(x) = µ(x2 − 1)

and g(x) = x. Note that originally in [Pol (1927)], rather f(x) = 3µ1x
2 − µ2 has

been considered. Since F (x) = µx(x2 − 3)/3 has a single positive zero at x0 =
√
3,

the vdP oscillator exhibits a stable limit cycle. Limit cycles of the vdP oscillator for
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various values of µ are shown in Fig. 6.2. For small µ, the limit cycle looks like a

stabilized orbit of the harmonic oscillator, whereas for large µ the limit cycle appears

to be quite distorted. In the chapter on quantum synchronization, see Ch. 7, we

will often talk about the “quantum van der Pol” oscillator. As discussed in [Chia

et al. (2020), Ben Arosh et al. (2021)], that model is rather the quantum analogue of

the Stuart-Landau oscillator [Stuart (1960), Landau (1965)], described in the next

section. By adding a drive term with strength Ω and performing a rotating-wave

approximation in the rotating frame of the drive, the equation of motion of the van

der Pol oscillator exhibits the same form as the one of the Stuart-Landau oscillator.

Using the complex variable z = x+ iy, we obtain an approximate equation of motion

for the van der Pol oscillator in the rotating frame of its drive,

ż ≈ −iΩ− i∆z +
µ

2
z − µ

8
|z|2z . (6.2.4)

Here, ∆ is the detuning between the oscillator and the drive.

6.2.2 Stuart-Landau Oscillator

As mentioned in the previous section, the Stuart-Landau oscillator can be interpreted

as an approximation of the van der Pol oscillator. In the rotating frame of an external

drive of strength Ω > 0, the Stuart-Landau oscillator is defined by the first-order

differential equation

dz

dt
= ż = −iΩ− i∆z +

γ1
2
z − γ2|z|2z , (6.2.5)

for the complex amplitude z = reiϕ. The detuning between the eigenfrequency of the

oscillator and the frequency drive is ∆ = ω0 − ωd, the gain rate is denoted by γ1, and

the damping rate is denoted by γ2. Note that we recover the approximation of the van

der Pol oscillator for γ1 = µ and γ2 = µ/8. For Ω = 0, the Stuart-Landau oscillator

exhibits a U(1) symmetry: invariance of Eq. (6.2.5) under the time-independent

transformation z → zeiθ. Therefore, it is often convenient to study the equation of

motion of the radius and phase separately. Both equations are obtained in an elegant

way by extracting the amplitude and phase part of ż = ṙeiϕ + ireiϕϕ̇ Eq. (6.2.5),

ṙ = Re[że−iϕ] = r
(γ1
2

− γ2r
2
)
− Ωsin(ϕ) , (6.2.6)

ϕ̇ = Im[ż/z] = −∆− Ω

r
cos(ϕ) . (6.2.7)

If Ω = 0, the steady-state value of the radius can be read off Eq. (6.2.6): the ratio of

the gain and damping rates γ1 and γ2 determine r0 =
√
γ1/2γ2. Intuitively, the linear

gain leads to an exponential increase of the radius. However, the nonlinear damping

that vanishes for small radii will eventually cancel the gain at a certain value of the

radius. Since there is only a single positive value at which both effects cancel, a stable

limit cycle is formed. For trajectories starting below r0, the gain wins such that they
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Figure 6.3: Time evolutions of Adler’s equation Eq. (6.2.7) for constant radius r. (a), (b) For
r|∆| < Ω, the phase (blue curve) converges to a fixed point ϕ = − arccos(−r∆/Ω) that is
indicated by the dashed black line. (c), (d) For r|∆| > Ω, the phase (blue curve) oscillates
continuously with a mean frequency νA (orange line) defined in Eq. (6.2.9).

are pushed toward to the limit cycle. For trajectories starting above r0, the damping

wins such that they are pulled toward to the limit cycle.

If Ω ̸= 0, the equation of motion of the phase, Eq. (6.2.7), can be viewed as a

modified version of Adler’s equation [Adler (1946)] that is basically the equation of

motion of the two-oscillator Kuramoto model, see Eq. (6.1.2). Here, modified refers to

sin ↔ cos.

Let us consider the case of a constant radius. Here, an analytical solution of the

time evolution of the phase can be found. For ϕ(0) = 0,

ϕ(t) = −2 arctan

(
∆+Ω/r

νA
tan(tνA/2)

)
, (6.2.8)

where

νA =
√
r2∆2 − Ω2/r . (6.2.9)

In Fig. 6.3, time evolutions are shown. Note that for νA to be real, r|∆| > Ω must

hold which leads to oscillating solutions. For r|∆| < Ω, the identity tan iz = i tanh z

can be used to realize that solutions decay to a fixed point ϕ = − arccos(−r∆/Ω).
Since tan is π-periodic, the mean frequency of Eq. (6.2.8) is νA. The fact that the

equations of motion of the oscillator are defined in the rotating frame of the drive,

the observed frequency of the oscillator is the difference between the actual frequency

of the oscillator and the drive frequency ωd. Thus, if the phase of the oscillator is

constant in time, the oscillator aligns its frequency to the one of the drive. This effect

is also called frequency synchronization. Furthermore, if the phase of the oscillator is

fixed to a particular value, phase synchronization occurs. Both terms will be discussed

in the following.

6.3 Frequency Synchronization

In the previous section, the analytical solution of the phase of a Stuart-Landau

oscillator for a constant radius r was presented showing frequency synchronization
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Figure 6.4: Mode locking of the circle map defined in Eq. (6.3.1). A total number of 500
iteration steps were computed. (a) Arnold tongues of the mode locking measure ∂ν̄/∂a. For
various intervals of a in which this derivative is zero, the circle map exhibits mode locking.
White regions correspond to the plateaus in (b). (b) Mode locking measure ∂ν̄/∂a for ε = 1.
The plateaus correspond to the white regions in (a). (c) Bifurcation diagram of the circle map
for ε = 1 as a histogram with 200 bins in φn. For the values of a for which the circle maps
exhibits mode locking, the bifurcation diagram shows 2π/ν̄ accumulation points between the
sequence φn jumps.

−1 0 1
ϕn/π

−1

0

1

ϕ
n

+
1
/
π

a/π = 0.0

−1 0 1
ϕn/π

−1

0

1

ϕ
n

+
2
/
π

a/π = 1.0

−1 0 1
ϕn/π

−1

0

1

ϕ
n

+
3
/
π

a/π = 0.7

Figure 6.5: Visualization of m-cycles for ε = 1 of the circle map defined in Eq. (6.3.1).
The colored curves correspond to an m-fold application of the circle map φn+m(φn) at
different values of a. The black line corresponds to φn+0 = φn. The dots indicate where
φn+m(φn) = φn and |∂φn+m/∂φn| < 1, i.e., the values of some accumulation points shown in
Fig. 6.4(c).

for r|∆| < Ω, where ∆ is the detuning between the oscillator and an external drive of

strength Ω. Here, we will simulate both the equations of motion for the radius and the

phase to study frequency synchronization of the Stuart-Landau oscillator. So-called

Arnold tongues named after Vladimir Igorevich Arnol’d will appear. In the original

work [Arnol’d (1961)], the circle map

φn+1 = φn + a+ ε cos(φn) (6.3.1)

has been studied. This map can be seen as the discretized version of Eq. (6.2.7), where

the parameters a and ε are related to ∆ and Ω/r. Depending on a and ε, regions of

mode locking are identified in which the effective mean frequency

ν̄ = lim
n→∞

φn

n
(6.3.2)

is constant in a, see Figs. 6.4(a) and 6.4(b). Here, when ∂ν̄/∂a = 0, the sequence

of phases φn exhibits m = 2π/ν̄ accumulation points that in general are not equally
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Figure 6.6: Arnold tongues of the Stuart-Landau oscillator. (a) Final value of the radius r at
tγ1 = 100. Striped regions indicate time dependence of the radius. (b) Standard deviation of
the normalized complex amplitudes z/|z|. Small values indicate static phases and high values
indicate oscillating solutions. In both panels, the dashed red curves correspond to Eq. (6.3.6),
which is linear for small ∆: Ω = ∆

√
γ1/2γ2.

spaced, see Figs. 6.4(c) and 6.5. These are so-called m-cycles. If ν̄ = 0, a single

accumulation point exists: a 1-cycle with φn = arccos(−a/ε). For another map

example, see the discussion of the logistic map in [Strogatz (2024)]. In Fig. 6.5, the

m-fold application of the circle map φn+m(φn) is shown as colorful curves. Dots

indicate phases for which φn+m(φn) = φn and |∂φn+m/∂φn| < 1 holds. These are

stable fixed points of the m-fold application of the circle map. Their values correspond

to the accumulation points that can be identified in Fig. 6.4(c).

In the field of (quantum) synchronization, similar looking triangular-like shapes

that indicate locking regimes are also called Arnold tongues, e.g., see Chs. 7 and 10.

In Fig. 6.6(a) the final value of the radius r is shown depending on ∆ and Ω. The

regions above the dashed red curves correspond to time-independent radii while the

striped region below the dashed red curves indicate solution with oscillating radius.

A better quantity to identify oscillations is the standard deviation of z/|z| shown in

Fig. 6.6(b). Here, modulations of the radius are excluded. For both small ∆ and Ω,

the separatrix between static and oscillating solutions follows Ω = ∆
√
γ1/2γ2. For

larger values of the drive strength, the amplitude of the oscillator deviates significantly

from r0 =
√
γ1/2γ2 leading to a change in the ratio Ω/∆. To obtain an approximate

expression for the separatrix between static and oscillating solutions, we perform a

perturbation expansion of Eqs. (6.2.6) and (6.2.7) about r = r0, cf. Ch. 8 of [Pikovsky

and Rosenblum (2015)]. Let r = r0 + ϵr(1) with ϵ = Ω/γ1 ≪ 1. Solving Eq. (6.2.6) to

first order in ϵ yields r(1) = − sin(ϕ). Using this result, Eq. (6.2.7) can be approximated
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to first order in ϵ as

ϕ̇ = −∆− Ω

√
2γ2
γ1

cos(ϕ)− Ω2 γ2
γ21

sin(2ϕ) . (6.3.3)

The last term shifts the location of the minimum of ϕ̇ to

ϕ ≈
√
(γ31 + 16γ2Ω2)−

√
γ31

4
√
2γ2Ω

≈ Ω

r0γ1
. (6.3.4)

At this value of the phase ϕ, its equation of motion

ϕ̇ ≈ −∆− Ω

r0
−
√

2γ32
γ71

Ω3 , (6.3.5)

vanishes for

Ω ≈ γ
7/6
1

2(3γ21)
1/3 − (9∆ +

√
24γ21 + 81∆2)2/3

√
2γ232/3(9∆ +

√
24γ21 + 81∆2)1/3

. (6.3.6)

This expression is visualized by the dashed red curves in Fig. 6.6.

Another way of identifying oscillating solutions is to compute the spectrum

S(ω) = 1√
2π

∫

R

z(t)e−iωtdt (6.3.7)

of z. If z(t) = reiω0t, the spectrum exhibits a single peak at ω = ω0. In Fig. 6.7,

spectra of the Stuart-Landau oscillator are presented together with the approximation

νA defined in Eq. (6.2.9) evaluated for a fixed radius r = 0. The most dominant

maxima of the spectra lie at −sign(∆)νA (blue curves) and correspond to the mean

frequency of the solution of Adler’s equation, see Eq. (6.2.8) and Figs. 6.3(c) and 6.3(d).

Higher-frequency contributions of this solution are visible as less dominant maxima of

the spectra at positive integer multiples of −sign(∆)νA (blue curves). The maxima at

sign(∆)νA (orange curves) originate from the oscillation of the radii. The simplistic
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example r = r0 + δr cos(νAt) has two frequency contributions at ±νA. For small drive

strengths, see Figs. 6.7(a) and 6.7(b), the approximation νA seems to be valid. For

small drive strengths, however, see Figs. 6.7(c) and 6.7(d), the observed frequencies

deviate from νA. For small detunings, a jump from zero to nonzero frequencies occur.

The region of frequency locking is larger for oscillators with smaller radius (larger γ2).

6.4 Phase Synchronization

In the last section, we saw that the Stuart-Landau oscillator exhibits regimes in which

the observed frequency of oscillation in the rotating frame of an external drive is zero,

i.e., the oscillator locks its frequency to the one of the drive. Outside this region, both

radius and phase start to oscillate, see Figs. 6.6 and 6.7. To lowest order, the frequency

of oscillation can be approximated by νA defined in Eq. (6.2.9). In this section, we

will focus on the region in which frequency locking occurs. In particular, we want to

answer the question: to which values does the phase of the oscillator lock? The locking

of the phase of an oscillator to a particular value is called phase synchronization. We

directly start with the equation of motion after a first perturbation expansion step,

i.e., Eq. (6.3.3). For small drive strengths, the steady state of the phase to leading

order in the drive strength is given by ϕ = − arccos(−r∆/Ω). For vanishing detuning

∆ = 0, the Stuart-Landau oscillator locks to ϕ = −π/2. Note, that this value depends

on the phase of the complex drive amplitude Ω: in general, the oscillator locks to

ϕ = arg(Ω) − π/2. Furthermore, at ∆ = 0, the slope ∂ϕ/∂∆ = −r/Ω increases for

oscillators with a larger radius. For larger drive strengths Ω > r0γ1, Eq. (6.3.3) exhibits

two new stable fixed points close to the now unstable fixed point ϕ = −π/2. However,
this perturbation expansion is invalid for values as large as Ω > r0γ1. Studying the

next order of correction, r = r0 + ϵr(1) + ϵ2r(2) with

r(2) =
3

2r0
sin2(ϕ) , (6.4.1)

that leads to

ϕ̇ = −∆− Ω

√
2γ2
γ1

cos(ϕ)− Ω2 γ2
γ21

sin(2ϕ)− Ω3 5γ22
2r0γ31

sin(2ϕ) sin(ϕ) , (6.4.2)

these new fixed points disappear again. Numerical simulations presented in Fig. 6.8

show only one stable fixed point of the phase. In Figs. 6.8(b) and 6.8(c), the thin red

curves correspond to the steady-state solution ϕ = − arccos(−r0∆/Ω) of Eq. (6.2.7)
and the thick blue curves correspond to the steady-state solution of Eq. (6.4.2). For

small drive strengths, see Fig. 6.8(b), and for large drive strengths, see Fig. 6.8(c),

both approximations are good predictions of the numerically achieved values of the

phase. Here, for small detuning, the red curve seems to be a better approximation

than the blue one and for large detuning vice versa. Especially, for large detuning,

their domains (regions of phase locking) and slopes at ∆ = 0 are different. Note that

phase locking implies frequency locking. In general, the opposite is not true.
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6.5 Multiple Limit-Cycle Oscillators

So far, we have discussed the synchronization of individual limit cycle oscillators in

the presence of an external drive. Now, we want to replace the drive, that can be

interpreted as a perfectly stabilized oscillator, by other interacting oscillators. Let us

start with two Stuart-Landau oscillators that are coupled

żA = −iωAzA +
γA1
2
zA − γA2 |zA|2zA − igABzB , (6.5.1)

żB = −iωBzB +
γB1
2
zB − γB2 |zB|2zB − igABzA . (6.5.2)

Here, ωj are the eigenfrequencies of the oscillators with complex amplitude zj and

gAB is the coupling strength. This coupling is reciprocal, meaning that the coupling

of A to B is as strong as the coupling from B to A. We will break this symmetry

in Ch. 9, where we discuss the publication [Kehrer and Bruder (2025)]. There, the

nonreciprocal interactions result in various active states in the classical model. As

exemplary references, see [Lotka (1925), Volterra (1926), Fruchart et al. (2021)].

Similar to Sec. 6.2.2, the equations of motion of both oscillators are split into

amplitude and phase parts, zj = rje
iϕj ,

ṙj = Re[żje
−iϕj ] = rj

(
γj1
2

− γj2r
2
j

)
− gABri sin(ϕj − ϕi) , (6.5.3)

ϕ̇ = Im[żj/zj ] = −ωj − gAB

ri
rj

cos(ϕj − ϕi) , (6.5.4)

with i, j = A,B and i ̸= j. Due to the U(1) symmetry of Eqs. (6.5.1) and (6.5.2),

i.e., invariance under the time-independent transformation zj → zje
iθ, the equations

of motion depend on the phase difference ϕAB = ϕA − ϕB and not on the individual
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phases. Thus, let us define the equation of motion of ϕAB, also called relative phase,

ϕ̇AB = −∆− gAB

(
rB
rA

− rA
rB

)
cos(ϕAB) , (6.5.5)

where ∆ = ωA−ωB . This equation looks similar to the equation of motion of a driven

Stuart-Landau oscillator, Eq. (6.2.7), where the coupling gAB together with the radii

takes the role of the drive strength Ω. In general, the gain and damping rates of the

oscillators are different and lead to steady-state amplitudes
√
γj1/2γ

j
2. Furthermore,

the relative phase locks to a single value. However, if the rates are chosen to be

equal, the coupling term in Eq. (6.5.5) vanishes resulting in the absence of phase

locking to a single value. This so-called synchronization blockade that is observed

in quantum systems [Lee and Sadeghpour (2013), Roulet and Bruder (2018b)] and

will be discussed later in Secs. 7.1.4 and 7.2.2 as well as Chs. 8 to 10, already shows

up here for classical oscillators. In contrast to the suppression of phase locking to

a single value, a second-order coupling survives that induces bistable locking, as we

will see below. We have to take a closer look at the equations of motion and perform

a perturbation expansion about the steady-state amplitudes rj =
√
γj1/2γ

j
2 + ϵr

(1)
j ,

where ϵ = gAB/γ
A
1 and

r
(1)
A = −

√
γB1
2γB2

sin(ϕAB) = −
√
γA2
γB2

(
γB1
γA1

)3/2

r
(1)
B . (6.5.6)

Inserting this correction in Eq. (6.5.5), the equation of motion of the relative phase

becomes

ϕ̇AB =−∆− gAB

√
γA1 γ

B
1

γA2 γ
B
2

(
γA2
γA1

− γB2
γB1

)
cos(ϕAB)

− g2AB

2

(
1

γA1
+

1

γB1
+

γA1 γ
B
2

γA2 (γ
B
1 )2

+
γA2 γ

B
1

(γA1 )
2γB2

)
sin(2ϕAB) . (6.5.7)

If the cos term vanishes and the sin term remains, the steady state exhibits two

possible values of ϕAB. In contrast to phase locking, this feature is called bistable

locking, meaning that ϕAB can lock to two values with equal probability. To gain

insights about the blockades, the number of free parameters has to be reduced. This

can be done in different ways.

6.5.1 Equal Rate Ratios

The first simplification one can choose is to fix the ratio between gain and damping rate

of both oscillators γA1 /γ
A
2 = γB1 /γ

B
2 = λ. This choice of rates leads to the vanishing of

the cos term in Eq. (6.5.7), naively speaking, since the lowest-order steady-state radii
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rj =
√
λ/2 are equal. The remaining equation is

ϕ̇AB =−∆− g2AB

γA1 + γB1
γA1 γ

B
1

sin(2ϕAB) , (6.5.8)

and exhibits two stable solutions ϕAB, π + ϕAB = − arcsin
(
γA1 γ

B
1 ∆/(γA1 + γB1 )g2AB

)
/2

for |∆| < g2AB(γ
A
1 + γB1 )/γ

A
1 γ

B
1 . Note that the value of the steady-state phase does

not depend on λ.

6.5.2 Identical Oscillators

The next choice we often call the case of ‘identical oscillators’. Here, we choose

the same gain rate and the same damping rate for every oscillator: γA1 = γB1 and

γA2 = γB2 . Similar to the previous section about equal rate ratios, the remaining terms

of Eq. (6.5.7) are

ϕ̇AB =−∆− g2AB

2

γA1
sin(2ϕAB) . (6.5.9)

This equation can be obtained by setting γA1 = γB1 in Eq. (6.5.8) and also exhibits

two stable solutions ϕAB, π + ϕAB = − arcsin
(
γA1 ∆/2g

2
AB

)
/2 for |∆| < 2g2AB/γ

A
1 .

6.5.3 Almost Identical Oscillators

In Eq. (6.5.5), we saw that if the oscillators have different gain and damping rates, the

relative phase locks to a single value. In contrast, if the oscillators have identical rates

or the ratio of gain versus damping is identical, the synchronization blockade and

bistable locking occurs, see Eqs. (6.5.8) and (6.5.9). A remaining question is: when

does the transition from locking to bistable locking occur? In Ch. 9, we will answer

this question for quantum van der Pol oscillators.

To identify the transition in the classical case, let us choose different oscillators

with rates γA1 = γB1 and γA2 ̸= γB2 . There is one free parameter γB2 /γ
A
2 left that can

be used to tune between phase locking and bistable locking. For ∆ = 0, ϕAB =

±π/2 are fixed points. If gAB < γA1

√
γA2 γ

B
2 |γA2 − γB2 |/(γA2 + γB2 )

2, these two are

the only fixed points of which ϕAB = (−)π/2 is stable for γB2 > γA2 (γB2 < γA2 ).

If gAB > γA1

√
γA2 γ

B
2 |γA2 − γB2 |/(γA2 + γB2 )

2 two new fixed points ϕAB, π − ϕAB =

− arcsin

(
γA1

√
γA2 γ

B
2 (γA2 − γB2 )/(γA2 + γB2 )2

)
emerge in the vicinity of the stable one

of ϕAB = ±π/2. In Fig. 6.9(a), the approximation Eq. (6.5.7) is shown. The histogram

of final values of the relative phase after a duration of tγA1 = 500 of numerical

simulations of 20 random initializations per gAB leads to a similar bifurcation around

the predicted value of gAB, see Fig. 6.9(b). A special Arnold tongue is presented in

Fig. 6.9(c). Here three regions can be distinguished. For large detuning ∆ (checkered

colorful region), the oscillators do not synchronize such that their relative phase takes

every possible value. For small detuning ∆ and large coupling (checkered two-colored
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Figure 6.9: Phase locking of two Stuart-Landau oscillators with γA1 = γB1 and γB2 /γ
A
2 = 1.5.

(a) Plot of ϕ̇AB based on Eq. (6.5.7), i.e., pitchfork bifurcation mentioned in Sec. 6.2. The
arrows indicate the flow direction of time evolutions of the relative phase, i.e., they point
toward stable fixed points. The color is scaled linear in the interval [−10−3, 10−3] and
logarithmic elsewhere. (b) Histogram for each value of gAB of final values of the relative
phase after a duration of tγA1 = 500 of numerical simulations of 20 random initializations
with 200 bins in ϕ. (c) Arnold tongue based on the final values of the relative phase after
a duration of tγA1 = 500. Each pixel corresponds to a random initialization. The dashed
black line in panels (a), (b), and (c) corresponds to the approximation of the onset of bistable

locking gAB = γA1
√
γA2 γ

B
2 |γA2 − γB2 |/(γA2 + γB2 )2. (d), (e), (f) Time evolutions for ∆ = 0.15γA1

and gAB/γ
A
1 = 0.1, 0.2, 0.4 (from left to right), i.e., examples of each of the three regions in

panel (c). All examples are time dependent, whereas in panel (e) and (f), the relative phase
ϕAB is time independent: (bistable) locking of the relative phase.

region), the oscillators do synchronize and their relative phase takes two possible

values, i.e., see the discussion about bistable locking in the previous paragraphs. Since

γB2 /γ
B
1 = 1.5 ̸= 1, there exists a third region (smooth strips) in which only one value

of the relative phase is attained.

Time evolutions for ∆ = 0.2γA1 and gAB/γ
A
1 = 0.1, 0.2, 0.4 (from left to right), i.e.,

for each of the three regions, are presented in Figs. 6.9(d) to 6.9(f). All examples

are time-dependent solutions. The solutions in Figs. 6.9(e) and 6.9(f) exhibit time-

independent radii and relative phases but time-dependent individual phases ϕA and

ϕB. Such states are called traveling-wave states. Note that in general, the two steady-

state values of the relative phase depend on the complex phase of the coupling gAB:

ϕAB = arg(gAB), arg(gAB) + π. Here, we chose arg(gAB) = 0. A different choice

arg(gAB) = −π/2 is discussed in Ch. 9.

Since the solutions are time-dependent, we want to know more about the oscillation

frequencies. Using Eq. (6.3.7), we obtain the spectra Sj(ωj) of the oscillators and

show them in Figs. 6.10(a) and 6.10(b). The spectrum of the relative phase shown in
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Figure 6.10: Spectra of two Stuart-Landau oscillators with γA1 = γB1 and γB2 /γ
A
2 = 1.5

averaged over 20 random realizations within tγA1 ∈ [500, 1000]. The three columns of this
figure correspond to horizontal line cuts of Fig. 6.9(c). (a) Spectra |SA(ωA)| of oscillator
A. The gray line indicates ωA = −∆/2. (a) Spectra |SB(ωB)| of oscillator B. The gray
line indicates ωB = ∆/2. The dotted curve in both panels (a) and (b) corresponds to
ωj =

√
g2AB + (∆/2)2. For the definition of the spectrum for a single oscillator see Eq. (6.3.7).

(c) Spectra |SAB(ωAB)| of the relative phase ϕAB , see Eq. (6.5.10). The gray line corresponds
to ωAB = −∆.

Fig. 6.10(c) is defined by

SAB(ωAB) =
1√
2π

∫

R

zA(t)z
∗
B(t)e

−iωABtdt . (6.5.10)

The three columns of Fig. 6.10 correspond to horizontal line cuts of Fig. 6.9(c). The

first column of Fig. 6.10 shows two regions. For small |∆|, both oscillators exhibit the

same frequency, i.e., ωAB = 0. For large |∆|, the observed frequency of oscillator A (B)

is ωA = −∆/2 (ωB = ∆/2), i.e., ωAB = ∆. In the remaining two columns of Fig. 6.10

three regions can be identified. For small |∆|, two oscillation frequencies for both

oscillators are visible, i.e., bistable locking of frequency and phase. However, since

ωAB = 0, the oscillators always choose identical frequencies ωj ≈
√
g2AB + (∆/2)2.

Moreover, the value of the relative phase is correlated with the sign of the observed

frequency: ϕAB = 0 ↔ ωAB < 0 and ϕAB = π ↔ ωAB > 0. This is the reason, why

we often consider bistable phase locking as an indicator for traveling-wave states. For

a bit larger |∆|, only one frequency to which both oscillators lock is visible. This
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region corresponds to the smooth stripes in Fig. 6.9(c). For a large |∆|, the observed

frequency of oscillator A (B) is ωA = −∆/2 (ωB = ∆/2), i.e., ωAB = ∆. Even if this

seems to be a simple model of two amplitude oscillators, interesting active states with

locking of frequency and relative phase emerge. Similar results are obtained for two

groups of active quantum spins in [Nadolny et al. (2025a)].

In Ch. 9, we will study similar classical oscillators and their quantum analogues.

There, the interactions are nonreciprocal and can be tuned to be unidirectional. Besides

traveling waves, other active states will occur. For a thorough study of nonreciprocal

phase transitions see [Fruchart et al. (2021)] and its supplemental material.

In Ch. 10, we will discuss oscillators whose phase space hosts multiple limit cycles

and study their quantum analogues. These can be imagined intuitively by realizing

multiple fixed points in Liénard systems defined in Eq. (6.2.1), where f(x) is a highly-

nonlinear function or by replacing the quadratic dependence on r in Eq. (6.2.6) by a

suitable higher-order polynomial.

Bistable locking, e.g., two possible steady-state values of the relative phase of two

oscillators, as presented on the previous pages, can also be generated by higher-order

coupling terms. For żA = −ig2z
∗
Az

2
B, the resulting term for the equation of motion of

the phase is ϕ̇A = −g2r2B cos(2ϕAB). An example for bistable locking of a single driven

oscillator is a so-called squeezing drive ż = −iΩ2z
∗ that leads to ϕ̇ = −Ω2 cos(2ϕ). In

these cases, bistable locking occurs natively and not in a perturbative sense. Most often

in (quantum) synchornization, linear interactions are considered as native. Therefore,

bistable locking will occur in perturbation expansions and thus as an indicator for

synchronization blockades.

In this section, we discussed the interplay of only two oscillators. For examples

of studies on networks of oscillators see [Choe et al. (2010), Heinrich et al. (2011),

Luccioli et al. (2012), Tumash et al. (2017)].

6.6 Swarmalators

When we discussed multiple coupled oscillators in the previous sections, we did not

think about the physical implementation of the coupling: the oscillators only had

internal degrees of freedom that were interacting with the ones of other oscillators. In

reality, the coupling might be mediated by, e.g., springs or the Coulomb interaction.

Remembering Huygens’ clocks, the interaction might also be induced by friction. Most

of these interactions can be interpreted as position-dependent forces or stemming from

some position-dependent potential. So why not considering oscillators that move in

space? This section serves as an outlook and inspiration for future work but is not

relevant for the core of the following chapters.

By the work “Oscillators that synch and swarm” [O’Keeffe et al. (2017)], a new

avenue in the field of synchronization and active matter was established: swarmalators.

This section is based on [O’Keeffe et al. (2017)] and [Hughes (2024)].

The basic idea is to combine swarming [Couzin (2007), Sumpter (2010)] and phase

synchronization. This is done by assigning a internal degree of freedom, i.e., a phase
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of oscillation ϕ, to agents that move in a two-dimensional space x⃗ ∈ R2. These

swarmalators obey the following equations of motion [O’Keeffe et al. (2017)],

˙⃗xj = v⃗j +
1

N

N∑

i ̸=j

(
x⃗i − x⃗j
|x⃗i − x⃗j |

(A+ J cos(ϕi − ϕj))−B
x⃗i − x⃗j
|x⃗i − x⃗j |2

)
, (6.6.1)

ϕ̇j = ωj +
K

N

N∑

i ̸=j

sin(ϕi − ϕj)

|x⃗i − x⃗j |
. (6.6.2)

The vector x⃗j denotes the 2D position and v⃗j the self-propulsion velocities of the jth

swarmalator. The phase ϕj is the phase of the jth swarmalator that couples to the

other swarmalators in a Kuramoto-like fashion with a distance-dependent strength

K/|x⃗i − x⃗j |. Similar to the Kuramoto model, ωj are the eigenfrequencies of the

swarmalators. The first coupling term of Eq. (6.6.1) is always attractive for A > J > 0

and distance independent, whereas the second coupling term is always repulsive for

B > 0 and decreases with distance. The larger J , the larger is the feedback of phase

(anti)alignment on the attraction between swarmalators.

By setting v⃗j = v⃗, we can go to the center of mass frame and subtract
∑

j
˙⃗xj/N = v⃗

for the equations of motion: equivalent to v⃗j → 0. Similarly, we go to a rotating

frame that is rotating at the mean frequency. If identical oscillators ωj = ω are

considered, it is equivalent to set ωj → 0. Rescaling space and time to unitless

quantities, i.e., x⃗ → ξx⃗ and t → τt, leads to ˙⃗x → ˙⃗xξ/τ . Therefore, we can replace

Kτ/ξ and Jτ/ξ by new unitless quantities K and J too. Furthermore, for simplicity,

we set Aτ/ξ = Bτ/ξ2 = 1.

In the remaining parameter space (K,J), a phase diagram with beautiful steady

states emerges, see Fig. 1 of [O’Keeffe et al. (2017)]. Representatives of each class

of steady states are shown in Fig. 6.11, where each column corresponds to one state.

Here, N = 100 are simulated for a duration of t = 1000. A video of this figure is

available at [Kehrer (2025)]9. To characterize the different classes of steady states, the

Kuramoto order parameter R defined in Eq. (6.1.3) is used as well as another order

parameter W ,

W = |W |eiΨ =

{
W+ for |W+| > |W−| ,
W− for |W+| < |W−| ,

(6.6.3)

where

W± =
1

N

N∑

j=1

ei(φj±ϕj) . (6.6.4)

The value of |R| ∈ [0, 1] quantifies the level of phase synchronization among the

swarmalators. The value of |W±| ∈ [0, 1] indicates the (anti)correlation between the

phase ϕj and the azimuthal angle φj of a swarmalator, i.e., the (anti)correlation

9Direct link: https://tobias-kehrer.github.io/thesis/swarmalators/ [Accessed: July 26, 2025]
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Figure 6.11: Classes of steady states of N = 100 swarmalators after a duration of t = 1000.
The top row shows the steady states in 2D position space where the color corresponds to
ϕj −Ψ, i.e., the phase of each swarmalator subtracted by the complex phase of the order
parameter W defined in Eq. (6.6.3). The order parameter R is the Kuramoto model order
parameter defined in Eq. (6.1.3). The second row shows the correlation between the phase
ϕj − Ψ of the swarmalators and their azimuthal angle φj . (a) Static Asynch (StA) for
(K,J) = (−0.8, 0.2). (b) Active Phase Wave (ActPW) for (K,J) = (−0.8, 1). (c) Splintered
Phase Wave (SpPW) for (K, J) = (−0.1, 1). (d) Static Phase Wave (StPW) for (K, J) = (0, 1).
(e) Static Synch (StS) for (K,J) = (0.1, 0.2). A video of this figure is available at [Kehrer
(2025)].

between the internal degree of freedom and the position in space. For K < 0 the

swarmalators want to antialign their phases ϕj . If additionally K ≲ −1.2J , the

resulting steady state exhibits both small |R| and |W |, i.e., antialignment of phases

and no correlation between ϕj and φj : Static Aysnch (StA) for (K,J) = (−0.8, 0.2) in

Fig. 6.11(a). If −1.2J ≲ K ≲ −0.35J , the swarmalators are actively moving and align

on a ring where the phase shows (anti)correlation with the azimuthal angle: Active

Phase Wave (ActPW) for (K,J) = (−0.8, 1) in Fig. 6.11(b). If −0.35J ≲ K < 0,

the swarmalators arrange themselves into groups of approximately equal phase. In

the groups that are aligned on a ring, the swarmalators are actively moving and

exhibit (anti)correlation between ϕj and φj : Splintered Phase Wave (SpPW) for

(K,J) = (−0.1, 1) in Fig. 6.11(c). If K = 0, no phase dynamics take place and the

swarmalators arrange themselves in a ring that shows high (anti)correlation between

ϕj and φj : Static Phase Wave (StPW) for (K,J) = (0, 1) in Fig. 6.11(d). If K > 0,

the swarmalators want to align their phases ϕj resulting in a large value of |R|: Static
Synch (StS) for (K,J) = (0.1, 0.2) in Fig. 6.11(d). Since they arrange themselves in

one group centered at the origin, |W | is very small.

Several extensions of this model exist, e.g., swarmalators in 1D [O’Keeffe and Hong

(2022)] and 3D [O’Keeffe et al. (2017)], more internal degrees of freedom [Yadav
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Figure 6.12: Overview of effects due to the pseudo force λ (preliminary data). (a) Minimum
(dashed) and maximum (solid) distance of swarmalators from the center for several steady
states. The black line corresponds to 1/

√
λ. (b) Order parameter |W | defined in Eq. (6.6.3).

(c) Top row: steady states for (K,J) = (−0.1, 1) and λ = 102.7, 102.8 (left to right). Bottom
row: corresponding spatial Fourier transformations defined in Eq. (6.6.5). (d) Number of
groups in SpPW steady states. The gray line indicates the minimum of one group. The data
shown in (a), (b), and (d) are averaged over 31 random initializations.

et al. (2024)], and delayed interactions [Blum et al. (2024)]. In [Lizarraga and Aguiar

(2020)], a term F cos(ωst− ϕj)/|x⃗0 − x⃗j | is added to ϕ̇j and acts as an external seed

for frequency and phase synchronization. This force natively only modifies the phase

dynamics, however, due to the backaction of phase synchronization on the spatial

attraction in Eq. (6.6.1), swarmalators that synchronize with the seed move closer to

x⃗0. In the yet-unpublished work presented in [Hughes (2024)], we add a pseudo-force

term λ(x⃗0 − x⃗j) to ˙⃗xj . In [Fetecau et al. (2011)], a linear attraction ∝ x⃗i − x⃗j between

members of a swarm is considered, which leads to a ∝ 1/
√
1 + J scaling of the disk

radius of the StS state. As demonstrated in [O’Keeffe et al. (2017)], in this case, the

inner and outer radii of StPW increase for larger J . In our pseudo-force extension

model, a preliminary analysis shows: the radii of StS and StA, the inner and outer radii

of StPW, SpPW, and ActPW as well as the number of groups in SpPW decrease for

increasing λ, see Figs. 6.12(a) and 6.12(d). Furthermore, for K < 0, the states ActPW,

SpPW, and StPW transition to StA for large enough values of λ, see Figs. 6.12(b) and

6.12(c). Inspired by the usage of the term “crystal” for StS and StA in [O’Keeffe et al.

(2017)], we defined another indicator F that is based on the spatial Fourier transform,

F(k⃗) =
1

N

N∑

j=1

e−i⃗kx⃗j . (6.6.5)

If the swarmalators align themselves in a highly symmetric pattern, only few spatial

frequencies appear in the spectrum. The more order, the fewer spatial frequencies

with larger local maxima in the spectrum, see Fig. 6.12(c).

With the combination of spatial swarming and phase synchronization, i.e., swarmala-

tors, I would like to conclude this chapter on synchronization of classical oscillators.

In the next chapter, the quantum analogue of synchronization will be introduced.
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Chapter 7

Quantum Synchronization

Succeeding the previous chapter on classical synchronization – from the Kuramoto

model over the Stuart-Landau oscillator to swarmalators – we now focus on the main

topic of this second part of the thesis: quantum synchronization. This relatively young

field took off by considering quantized self-sustained oscillators in [Lee and Sadeghpour

(2013)] even if the term “quantum synchronization” has been introduced earlier in

[Zhirov and Shepelyansky (2006)]. The model that is also one of the protagonists of

this thesis, called the quantum van der Pol oscillator, became the standard example of

quantum synchronization. As mentioned at the end of Sec. 6.2.1, the quantum van der

Pol oscillator is rather the quantum analogue of the classical Stuart-Landau oscillator.

However, in this thesis, we will stick to the widely used terminology “quantum van der

Pol” while keeping in mind the maybe more adequate term “quantum Stuart-Landau”.

The quantum van der Pol oscillator will be discussed in Sec. 7.1.2. The following

paragraph is based on the introductions of the publications [Kehrer et al. (2024b),

Kehrer and Bruder (2025), Kehrer et al. (2025)].

Over the years, many different types of quantum oscillators have been studied.

Examples are harmonic-oscillator-like (infinite-level) oscillators [Ludwig and Mar-

quardt (2013), Lee and Sadeghpour (2013), Lörch et al. (2014), Walter et al. (2015),

Davis-Tilley and Armour (2016), Weiss et al. (2017), Amitai et al. (2017), Es’haqi-Sani

et al. (2020), Chia et al. (2020), Ben Arosh et al. (2021), Wächtler and Platero (2023)]

and spin-like (few-level) models [Roulet and Bruder (2018a), Cabot et al. (2019),

Parra-López and Bergli (2020), Cabot et al. (2021)]. Also many-body scenarios have

been considered [Manzano et al. (2013), Xu et al. (2014), Zhu et al. (2015), Roth

and Hammerer (2016), Nadolny et al. (2025a)]. These scenarios have in common that

incoherent gain and damping stabilize a particular steady state. In addition to stabi-

lization, these states have to feature a free phase which is ideally uniformly distributed,

i.e., the oscillator does not exhibit phase preference. To realize synchronization, this

symmetry is broken and a particular value or multiple discrete values of the phase

are preferred. In contrast to classical synchronization, where phase locking is often

equal to Dirac-δ-like probability distributions, the term “phase locking” in quantum

synchronization is used when the probability distribution of the phase exhibits a global

maximum. We say “the quantum oscillator locks to ϕ0” when the synchronization

measure of the phase exhibits a global maximum at ϕ0. In a similar way, multi-stable
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locking occurs when the global maximum is degenerate, i.e., multiple local maxima of

identical value coincide with the global maximum.

One starting point in a top-down approach to quantum synchronization is to

canonically quantize classical limit cycle systems [Chia et al. (2020), Ben Arosh et al.

(2021), Chia et al. (2025)] and study the resulting system in the quantum limit of

few excitations. Some unique quantum features are related to entanglement [Giorgi

et al. (2012), Mari et al. (2013), Lee et al. (2014), Ameri et al. (2015), Yin et al.

(2017), Roulet and Bruder (2018b), He et al. (2024)] or interference [Roulet and Bruder

(2018a), Roulet and Bruder (2018b)] and manifest in the unexpected occurrence or

suppression of frequency locking [Walter et al. (2014), Lörch et al. (2016)] and phase

locking [Lörch et al. (2017), Roulet and Bruder (2018a)]. In particular, the suppression

of classical synchronization is called a synchronization blockade, see Ch. 6. In quantum

analogues of limit-cycle oscillators, blockades [Solanki et al. (2023)] are observed

in similar but also different cases. Examples of unique quantum blockades are the

quantum interference blockade of a driven spin-1 [Roulet and Bruder (2018a)] and the

energy quantization blockade [Lörch et al. (2017)].

Quantum synchronization is also studied in more exotic scenarios like chimera states

[Bastidas et al. (2015), Viennot and Aubourg (2016)], nonlinear interactions [Thomas

and Senthilvelan (2022)], and nonlinear driving [Sonar et al. (2018)]. Furthermore,

quantum synchronization is in some aspects related to quantum sensing [Vaidya et al.

(2025)], quantum thermodynamics [Jaseem et al. (2020b), Solanki et al. (2022), Aifer

et al. (2024)], and time-crystals [Hajdušek et al. (2022), Buča et al. (2022), Solanki

et al. (2024)].

First steps toward experimental realization have been taken on several platforms

including cold atoms [Laskar et al. (2020)], nuclear spins [Krithika et al. (2022)],

trapped-ions [Behrle et al. (2023), Zhang et al. (2023)], and superconducting circuits

[Koppenhöfer et al. (2020), Tao et al. (2025)].

In the following sections, the fundamental aspects of quantum synchronization of

infinite-level and few-level oscillators will be presented. This serves as a preparation

for Chs. 8 to 10 where the publications [Kehrer et al. (2024b), Kehrer and Bruder

(2025), Kehrer et al. (2025)] will be presented.

7.1 Infinite-Level Quantum Oscillators

The standard example of a quantum limit-cycle oscillator is based on the quantum

harmonic oscillator. A key property of the classical harmonic oscillator is that its phase

space exhibits an infinite number of closed orbits. To obtain a stabilized quantum

limit cycle, gain and damping terms, e.g., incoherent Lindbladian jump processes,

have to be introduced. Once such a limit cycle is prepared, it can be synchronized to

external quantum signals or other quantum limit cycles.
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7.1.1 Synchronization Measures

A crucial aspect of quantum synchronization is the definition of suitable synchronization

measures. Various types of measures have been considered in the literature. Some

of them are constructed by projections onto particular states [Barak and Ben-Aryeh

(2005), Hush et al. (2015), Weiss et al. (2016), Roulet and Bruder (2018a)], others are

based on entanglement [Ameri et al. (2015)] or distances in phase space [Mari et al.

(2013)]. In the following, a selection of common measures that quantify synchronization

is presented. These are in some sense measures of localization in phase space. To

get an intuition for the features of the different measures of synchronization, let us

evaluate them for coherent states
∣∣α = reiϕ

〉
defined in Eq. (2.4.4). Using (∆a)2 =

⟨a2⟩−⟨a⟩2 = 0, the variance of position X = (a†+a)/2 and momentum P = i(a†−a)/2
operators

(∆X)2 = ⟨X2⟩ − ⟨X⟩2 = 1

4
(α∗2 + α2 + ⟨a†a+ aa†⟩ − α∗2 − α2 − 2αα∗) =

1

4
,

(7.1.1)

(∆P )2 = ⟨P 2⟩ − ⟨P ⟩2 = 1

4
(−α∗2 − α2 + ⟨a†a+ aa†⟩+ α∗2 + α2 − 2αα∗) =

1

4
,

(7.1.2)

reduces to the simple equation ∆X = ∆P = 1/2. The Gaussian width of a coherent

state |α⟩ in phase space is constant. Therefore, the variance (∆ϕ)2 of the phase

ϕ = arg(α) = arctan(⟨P ⟩/⟨X⟩) , (7.1.3)

that is approximated by

(∆ϕ)2 =

(
∂ϕ

∂⟨X⟩∆X
)2

+

(
∂ϕ

∂⟨P ⟩∆P
)2

=
1

2|α|2 , (7.1.4)

is decreasing for increasing |α|. This means that a coherent state |α⟩ is more phase

localized than |β⟩ if |α| > |β|. Intuitively, one can rephrase it as: since the noise

in position and momentum is constant, for larger |α|, a smaller fraction of the

circumference at r = |α| is covered by the Gaussian blob of the coherent state.

The computationally simple measure

S′ =
⟨a⟩√
⟨a†a⟩

, (7.1.5)

presented in [Weiss et al. (2016)], effectively measures the ‘coherent-stateness’ of a state.

Evaluated for coherent states, it reduces to the complex phase factor S′ = α/|α| = eiϕ.

The fact that it is not depending on |α| results in the issue that a coherent state

infinitesimally close to the origin (|α| ≪ 1) is assigned to the same level of phase

localization as a coherent state far away from the origin (|α| ≫ 1). This, however,

contradicts the intuition gained by Eq. (7.1.4).

89



Chapter 7 Quantum Synchronization

Another measure P1, which will be used in Chs. 9 and 10 that are based on [Kehrer

and Bruder (2025), Kehrer et al. (2025)], is defined as the projection of the density

matrix ρ onto phase states [Barak and Ben-Aryeh (2005), Hush et al. (2015)],

|ϕ⟩ = 1√
2π

∞∑

n=0

einϕ |n⟩ , (7.1.6)

where |n⟩ are Fock basis states. This measure,

P1(ϕ) = ⟨ϕ| ρ |ϕ⟩ − 1

2π
=

1

2π

∞∑

n,m=0

ei(m−n)ϕ ⟨n| ρ |m⟩ − 1

2π
, (7.1.7)

can be interpreted as the deviation of the probability distribution ⟨ϕ| ρ |ϕ⟩ of the phase
ϕ from a uniform distribution. It can be rewritten in terms of constant k = m− n,

P1(ϕ) =
1

2π

∞∑

k=1

∞∑

n=0

(eikϕ ⟨n| ρ |n+ k⟩+ e−ikϕ ⟨n+ k| ρ |n⟩) . (7.1.8)

The sum over n covers all matrix elements that lie on the kth off-diagonal. The

contribution for m− n = 0 reduces to Tr[ρ]/2π = 1/2π and cancels the second term

in Eq. (7.1.7). In [Kehrer and Bruder (2025)] presented in Ch. 9, the remaining

expectation values in Eq. (7.1.8) are identified as expectation values of an operator.

For coherent states
∣∣α = reiϕ0

〉
, the synchronization measure P1 can be approximated

in the following two limits

P1(ϕ)
|α|≪1
≈ |α|

π
cos(ϕ0 − ϕ) , (7.1.9)

P1(ϕ)
|α|≫1
≈ 1

2π

∞∑

k=−∞
eik(ϕ0−ϕ) − 1

2π
= δ(ϕ0 − ϕ)− 1

2π
. (7.1.10)

States are expected to show no synchronization if their phase noise covers a majority

of 2π, e.g., coherent states that are close to the origin. Thus, it is not surprising that

for coherent states close to the origin the first moment of P1 dominates. In contrast,

for |α| ≫ 1, the phase distribution P1 diverges at ϕ0 in the sense of a Dirac δ. To

understand the scaling of the maximum of P1 for large |α|, we compute its derivative

with respect to r at ϕ = ϕ0. We use

∂r

(
e−r2rk+2n

)
= e−r2rk+2n−1(k + 2n− 2r2) , (7.1.11)

to obtain

∂rP1(ϕ0) =
e−r2

2πr

∞∑

k=1

∞∑

n=0

rk+2n(k + 2n− 2r2)

n!
√
(n+ 1) . . . (n+ k)

+ H.c. . (7.1.12)

We find numerical indications supporting ∂rP1(ϕ0)
r≫1≈

√
2/π. The measure P1 and
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Figure 7.1: Comparison of synchronization measures for coherent states |α⟩. (a) Measures of
states close to the origin, α = 0.01, are dominated by their first momentum (dashed lines).
(b) Large-|α| scaling of quantum synchronization measures.

its approximation given in Eq. (7.1.9) are shown in Fig. 7.1(a). The dependence of S′,

the maximum of P1, and ⟨α| ã |α⟩ on |α| is presented in Fig. 7.1(b).

Another widely used measure is the Husimi Q function defined in Eq. (2.4.13) as a

projection of a state ρ onto coherent states. A phase synchronization measure can be

obtained by integrating out the radial part of the coherent states

∣∣∣α = reiϕ
〉
= e−r2/2

∞∑

n=0

rn√
n!
einϕ |n⟩ , (7.1.13)

note the differences to Eq. (7.1.6). The phase synchronization measure Q̃(ϕ) is given

by

Q̃(ϕ) =
1

π

∞∫

0

dr r
〈
α = reiϕ

∣∣∣ ρ
∣∣∣α = reiϕ

〉
− 1

2π

=
1

π

∞∫

0

dr e−r2
∞∑

n,m=0

rn+m+1

√
n!m!

ei(m−n)ϕ ⟨n| ρ |m⟩ − 1

2π

=
1

2π

∞∑

n,m=0

Γ
(
n+m
2 + 1

)
√
n!m!

ei(m−n)ϕ ⟨n| ρ |m⟩ − 1

2π
. (7.1.14)

In the last step we used Eq. (3.326.2) of [Gradshteyn and Ryzhik (2015)]. Similar to

Eq. (7.1.8), Q̃ can be expressed in terms of equal m− n = k,

Q̃(ϕ) =
1

2π

∞∑

k=1

∞∑

n=0

Γ
(
n+ k

2 + 1
)

√
Γ(n+ 1)Γ(n+ k + 1)

eikϕ ⟨n| ρ |n+ k⟩+H.c. . (7.1.15)
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Figure 7.2: Quantum van der Pol steady states for Ω = 0, see Eq. (7.1.17). (a), (b) Wigner
functions for γ2/γ1 = 0.2, 1 (from left to right). The dashed rings correspond to the mean-field
prediction of the radius

√
γ1/2γ2. (c) Expectation value

√
⟨a†a⟩ evaluated for the steady

state (blue curve) and the quantum limit ρq (dotted curve) defined in Eq. (7.1.23), compared
to the mean-field prediction (dashed line).

For coherent states close to the origin, Q̃ reduces to

Q̃(ϕ)
|α|≪1
≈ |α|

2
√
π
cos(ϕ0 − ϕ) . (7.1.16)

We compare Q̃ with P1 in Fig. 7.1.

7.1.2 Standard Quantum van der Pol Oscillator

The standard example of quantum synchronization, the quantum van der Pol oscillator

was introduced in [Lee and Sadeghpour (2013)]. In the case of the classical Stuart-

Landau oscillator, the infinite number of closed orbits in phase space of the harmonic

oscillator is reduced to one by nonlinearities in the equation of motion, i.e., gain and

damping. In the quantum case, these gain and damping terms are defined as Lindblad

jump operators. This and the following two sections is based on [Lee and Sadeghpour

(2013)].

The gain corresponds to incoherent single-phonon gain L = a† and the damping

originates from two-phonon loss L = a2. The total Lindblad master equation reads

d

dt
ρ = ρ̇ = −i[H, ρ] + γ1D[a†](ρ) + γ2D[a2](ρ) , (7.1.17)

where a common Hamiltonian

H = ∆a†a+Ka†2a2 +Ωa† +Ω∗a (7.1.18)

contains a coherent drive term of strength Ω, a detuning ∆, or a Kerr nonlinearity K.

In Fig. 7.2, Wigner functions of two choices of γ2/γ1 are shown.

The corresponding mean-field equation is obtained from the Heisenberg equation of
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motion

d

dt
a = −i∆a− 2iKa†a2 − iΩ +

γ1
2
a− γ2a

†a2 , (7.1.19)

by performing a cumulant expansion of the expectation value to lowest order,

d

dt
⟨a⟩ ≈ −i∆⟨a⟩ − 2iK|⟨a⟩|2⟨a⟩ − iΩ +

γ1
2
⟨a⟩ − γ2|⟨a⟩|2⟨a⟩ . (7.1.20)

To gain intuition of this equation of motion, it is useful to set ⟨a⟩ = reiϕ in order to

split the amplitude part,

ṙ = Re

[
e−iϕ d

dt
⟨a⟩
]
= r

(γ1
2

− γ2r
2
)
− |Ω| sin(ϕ− arg(Ω)) , (7.1.21)

from the phase part,

ϕ̇ = Im

[
1

⟨a⟩
d

dt
⟨a⟩
]
= −∆− 2Kr2 − |Ω|

r
cos(ϕ− arg(Ω)) . (7.1.22)

For vanishing drive strength Ω = 0, the radial equation of motion is solved by

r0 =
√
γ1/2γ2. The larger the gain or the smaller the damping, the larger the amplitude

of the resulting limit cycle, see Fig. 7.2(c). In the quantum limit λ = γ1/γ2 ≪ 1, the

Taylor expansion of the steady state for Ω = 0 reads

ρq ≈
(
3

2
− 5

9
λ+

31

52
λ2
)
|0⟩⟨0|+

(
1

3
+

2

9
λ− 25

52
λ2
)
|1⟩⟨1|

+

(
λ

3
− 5

18
λ2
)
|2⟩⟨2|+ λ2

6
|3⟩⟨3| . (7.1.23)

The dotted curve in Fig. 7.2(c) corresponds to the radius
√
Tr[a†aρq] ≈ (3 + 4λ −

5λ2)/3
√
3 of the ring-like state evaluated in the quantum limit.

7.1.3 Quantum Synchronization of the Standard Quantum van der Pol

Oscillator

In this section, we will present the synchronization of a single driven quantum van

der Pol oscillator to an external coherent drive. In Fig. 7.3, we show the steady-

state Wigner functions of a driven oscillator for ∆ = K = 0. From left to right we

increase the order n of the drive term Ω(a†n + an) from n = 1 to n = 4. A squeezing

drive n = 2 has been studied as an improvement of quantum synchronization [Sonar

et al. (2018)] and also in the context of time crystals [Cabot et al. (2024)]. The

number of local maxima in the Wigner function corresponds to n. Their locations are

ϕk = n arg(Ω)− π/2n+ k2π/n with k ∈ Z.
Considering a standard coherent drive as studied in [Lee and Sadeghpour (2013)], the

quantum analogue of an Arnold tongue presented in Fig. 6.6 is shown in Fig. 7.4. The

first row corresponds to varying detuning ∆ at K = 0 and the second row corresponds
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Figure 7.3: Wigner functions of a quantum van der Pol oscillator locking to a coherent drive
Ω(a†n + an) with n = 1, 2, 3, 4 (from left to right for ∆ = K = 0 and γ2 = 0.5γ1). (a), (b)
Ω = 0.1. (c), (d) Ω = 0.05. The dashed rings correspond to the mean-field prediction of the
radius

√
γ1/2γ2. The number of local maxima corresponds to the order n of the drive.
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Figure 7.4: Phase locking of a coherently driven standard quantum van der Pol oscillator. In
the top row we set K = 0 and in the bottom row we set ∆ = 0. (a), (b), (d), (e) Maximum of
P1 showing Arnold tongues, see Fig. 6.6. (c), (f) The solid curves correspond to the argmax
of P1 and the dotted curves to the mean-field prediction, see Eq. (7.1.22). The black curves
denote contour lines at half the maximum value of the color scale.

to varying Kerr nonlinearity K at ∆ = 0. The mean-field steady-state solution of the

phase is based on Eq. (7.1.22). For real-valued drive strengths Ω,

ϕMF = − arccos

(
−r∆+ 2r3K

Ω

)
, (7.1.24)

solves ϕ̇ = 0. This solution corresponds to the dotted lines in Figs. 7.4(c) and 7.4(f).
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Figure 7.5: Frequency pulling of a coherently driven standard quantum van der Pol oscillator
for γ2 = γ1. The blue dots correspond to the location of the frequency maxima of S, see
Eq. (7.1.27). (a) No influence of the drive on the oscillator frequency ω. (b) Frequency of the
oscillator pulled toward ω = 0 for small ∆. The solid curve corresponds to the classical case
ω = −νA, see Eq. (6.2.9). The black line indicates ω = −∆.

At ∆ = K = 0, the slope of ϕMF depending on both ∆ and K increases with r,

∂ϕMF

∂∆
= − r

Ω
, (7.1.25)

∂ϕMF

∂K
= −2r3

Ω
. (7.1.26)

This same qualitative behavior is found in the full quantum case (solid curves in

Figs. 7.4(c) and 7.4(f)): the phase of the driven oscillator reacts stronger to detuning

∆ and Kerr nonlinearity K for a larger radius of the limit cycle. Furthermore, for limit

cycles with larger radii, the same value of max(P1), see black curves in Fig. 7.4, is

achieved for a smaller drive strength: larger limit cycles show stronger synchronization

due to smaller relevance of noise.

In [Walter et al. (2014)], the spectra

S(ω) = lim
t→∞

∞∫

−∞

dτ ⟨a†(t+ τ)a(τ)⟩eiωτ , (7.1.27)

based on two-time correlations of driven quantum van der Pol oscillators have been

studied. The frequency locking in the quantum case is much weaker than in the

classical case shown in Fig. 6.7. Two examples for Ω/γ1 = 0.1, 1 for the choice

γ2 = γ1 are presented in Fig. 7.5. In Fig. 7.5(a), no frequency locking plateau is

visible compared to the one of the classical solution (solid curve). Only for larger drive

strength considered in Fig. 7.5(b), the frequency of the quantum van der Pol is pulled

toward ω = 0 for small detunings. Remarkably, even if the frequency of the quantum

oscillator is not altered drastically, phase synchronization is visible.

Intuitively speaking, in several aspects, the quantum van der Pol oscillator behaves

similar to a classical Stuart-Landau oscillator with noise, e.g., sharp edges in Arnold

tongues or spectra are smoothed out in the quantum case. True quantum features of

synchronization are hard to find.
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7.1.4 Quantum Synchronization of Two Standard Quantum van der Pol

Oscillators

In the previous section, the reaction of a quantum van der Pol oscillator to an external

drive has been presented. Such an external drive can be interpreted as another

oscillator with fixed dynamics: there is no backaction from the oscillator to the drive.

In this section, we consider two coherently coupled oscillators A and B with backaction,

see [Lee and Sadeghpour (2013)]. Their Lindblad master equation

ρ̇ = −i[H, ρ] +
∑

j=A,B

(γj1D[a†](ρ) + γj2D[a2](ρ)) (7.1.28)

features the Hamiltonian

H =
∑

j=A,B

∆ja
†
jaj + gAB(e

iϕa†AaB + e−iϕaAa
†
B) . (7.1.29)

As before, the corresponding mean-field equations are obtained from the Heisenberg

equations of motion of a = aA and b = aB,

d

dt
a = −i∆Aa− igABe

iϕb+
γA1
2
a− γA2 a

†a2 , (7.1.30)

d

dt
b = −i∆Bb− igABe

−iϕa+
γB1
2
b− γB2 b

†b2 , (7.1.31)

by performing a cumulant expansion of the expectation value to lowest order,

d

dt
⟨a⟩ ≈ −i∆A⟨a⟩ − igABe

iϕ⟨b⟩+ γA1
2
⟨a⟩ − γA2 |⟨a⟩|2⟨a⟩ , (7.1.32)

d

dt
⟨b⟩ ≈ −i∆B⟨b⟩ − igABe

−iϕ⟨a⟩+ γB1
2
⟨b⟩ − γB2 |⟨b⟩|2⟨b⟩ . (7.1.33)

For ϕ = 0, by setting ⟨aj⟩ = rje
iϕj , we split the amplitude part,

ṙj = Re

[
e−iϕj

d

dt
⟨aj⟩

]
= rj

(
γj1
2

− γj2r
2
j

)
+ gABri sin(ϕi − ϕj) , (7.1.34)

from the phase part,

ϕ̇ = Im

[
1

⟨aj⟩
d

dt
⟨aj⟩

]
= −∆j − gAB

ri
rj

cos(ϕi − ϕj) . (7.1.35)

Here, i, j ∈ {A,B} and i ̸= j. This model exhibits a U(1) symmetry, i.e., invariance

under the transformation aj → aje
iθ. Therefore, an interesting quantity is the relative

phase ϕAB = ϕA − ϕB between the oscillators. Its dynamics are given by

ϕ̇AB = −δ + gAB

r2A − r2B
rArB

cos(ϕAB) , (7.1.36)
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Figure 7.6: Regions of the quantum synchronization blockade for g = γB1 , and γB2 = 2.5γB1 .
In all panels, P2 is shown and maxima in ϕAB are indicated by dash-dotted lines. (a) Two
standard limit cycles with fixed γA1 = γB1 , i.e., different mean-field radii. (b) Two standard
limit cycles with fixed γA2 = 2.5γA1 , i.e., identical mean-field radii. The color scale is linear in
the interval [−10−3, 10−3] and logarithmic elsewhere.

where δ = ∆A −∆B. The equation of motion of the relative phase Eq. (7.1.36) is

identical to the one of two classical Stuart-Landau oscillators defined in Eq. (6.5.5).

Therefore, the synchronization blockade and bistable phase locking that we saw in

Sec. 6.5.3 also shows up here.

The phase distribution measure P2(ϕAB) of the relative phase of two oscillators, see

[Hush et al. (2015)], reads

P2(ϕAB) =

2π∫

0

dϕB ⟨ϕAB + ϕB, ϕB| ρ |ϕAB + ϕB, ϕB⟩ −
1

2π
. (7.1.37)

This measure is based on the projection of a state ρ onto tensor products of phase

states. Similar to P1 defined in Eq. (7.1.7), a uniform distribution of the relative

phases is subtracted by the second term in Eq. (7.1.37). Bistable phase locking in

the quantum case is defined in analogy to phase locking: if two local maxima of

P2 of equal height coincide with the global maximum, bistable locking to these two

values occurs. In Fig. 7.6(a), we fix both γA1 = γB1 and γB2 = 2.5γA1 . Depending on

the ratio γA2 /γ
B
2 of the damping rates, the mean-field radii of the limit cycles differ

and the synchronization measure P2(ϕAB) of the relative phase exhibits one or two

maxima. If there are two maxima at a given value of the ratio γA2 /γ
B
2 , the quantum

synchronization blockade (bistable locking) occurs.

Another scenario is presented in Fig. 7.6(b). Here, both ratios γA2 /γ
A
1 = γB2 /γ

B
1 = 2.5

are fixed and lead to identical mean-field radii independent of the value of ratio γA2 /γ
B
2 .

Therefore, in the classical model presented in Sec. 6.5.1, bistable locking to ϕAB = 0, π

is independent of γA2 /γ
B
2 , i.e., both oscillators are permanently in the blockade regime.

However, in the quantum model, the values of ϕAB vary and the blockade disappears

above a particular value of γA2 /γ
B
2 . This preliminary result is a good candidate for
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Figure 7.7: Wigner functions of the quantum limit-cycle oscillator stabilized by Lindblad
jump operators L = a†3 and L = a4, see Eq. (7.1.38). (a), (b) No drive Ω = 0. (c) Phase
locking to a coherent drive Ω = 5γ3. The dashed white circles correspond to the mean-field
predictions
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another quantum feature of synchronization. Future studies might describe potential

interferences of coherences that lead to the blockade, similar to Sec. 7.2.2.

A unique quantum feature of synchronization has been described in [Lörch et al.

(2017)]: the energy quantization blockade. In the case of two coherently coupled

anharmonic oscillators, interaction and therefore synchronization can be enhanced by

a certain amount of detuning between the oscillators. Due to the quantized energy

that can be transferred between the oscillators and the anharmonic level structure,

the detuned case has larger overlap between energy transitions than the nondetuned

case. This contradicts the classical intuition that synchronization is maximized on

resonance.

7.1.5 Quantum van der Pol Oscillator with Higher-Order Gain and Damping

In Ch. 10, the work published in [Kehrer et al. (2025)] will be presented. In that work,

higher-order gain and damping channels are considered. In this section, let us take a

brief look at a limit cycle that is stabilized by the Lindblad jump operators L = a†3

and L = a4,

ρ̇ = −i[∆a†a+Ka†2a2 +Ω(a† + a), ρ] + γ3D[a†3](ρ) + γ4D[a4](ρ) . (7.1.38)

The corresponding mean-field equations of the amplitude and phase are

ṙ = r5
(
3γ3
2

− 2γ4r
2

)
− Ωsin(ϕ) , (7.1.39)

ϕ̇ = −∆− 2Kr2 − Ω

r
cos(ϕ) . (7.1.40)

The mean-filed prediction of the steady-state radius of the limit cycle is
√
3γ3/4γ4,

corresponding to the dashed white circles in Fig. 7.7. The steady state in the quantum
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Figure 7.8: Phase locking of a coherently driven modified quantum van der Pol oscillator, see
Eq. (7.1.38). In the top row we set K = 0 and in the bottom row we set ∆ = 0. (a), (b), (d),
(e) Maximum of P1 showing Arnold tongues, see Fig. 6.6. (c), (f) The solid curves correspond
to the argmax of P1 and the dotted curves to the mean-field prediction, see Eq. (7.1.40). The
black curves denote contour lines at 0.01.

limit λ = γ3/γ4 ≪ 1 has several contributions,

ρq ≈
(
5

7
− 1145

588
λ

)
|0⟩⟨0|+

(
5

28
+

1265

1176
λ

)
|1⟩⟨1|+

(
1

14
+

253

588
λ

)
|2⟩⟨2|

+

(
1

28
+

253

1176
λ

)
|3⟩⟨3|+ 5λ

28
|4⟩⟨4|+ λ

28
|5⟩⟨5|+ λ

84
|6⟩⟨6| . (7.1.41)

Its limit-cycle radius
√
Tr[a†aρq] ≈

√
3/7 + 695λ/56

√
21 is slightly larger than the

one of the standard quantum van der Pol oscillator.

This oscillator exhibits different phase locking behavior, presented in Fig. 7.8, in

comparison to the standard quantum van der Pol oscillator, shown in Fig. 7.4. The

smaller limit cycle reacts stronger to detuning ∆ than the larger limit cycle, see

Fig. 7.8(c). Moreover, the larger limit cycle needs to be driven with a larger Ω to

achieve the same value of synchronization P1: the smaller limit cycle synchronizes

stronger. These findings will become relevant in Ch. 10 but need to be studied in

more detail separately.

7.2 Spin Oscillators

In the previous sections, quantum synchronization was studied in some sort of a

top-down approach: the classical Stuart-Landau oscillator has been quantized in a

canonical way. The resulting quantum van der Pol oscillator is then taken to the
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quantum limit. In this limit, the quantum van der Pol oscillator and its modification

incorporating third-order gain and fourth-order damping consists of only two and four

levels, respectively. Outside this quantum limit, the number of significantly populated

levels grows rather rapidly and the quantum model does not show a substantial

distinction from a noisy classical model. The energy quantization blockade [Lörch

et al. (2017)], a unique quantum feature of synchronization, has been found in a case

where only few levels are populated.

Another approach to quantum synchronization is to go bottom-up: consider native

few-level systems, i.e., spins. Spin oscillators are few-level quantum oscillators that are

expected to show more genuine quantum effects of synchronization than infinite-level

oscillators discussed in Sec. 7.1. Similar to the quantum van der Pol oscillator, one can

interpret a large-spin-s system as an ‘almost-infinite-level oscillator’ with truncated

Fock space where 2s+ 1 is the maximum Fock number [Kato and Nakao (2024)]. The

creation and annihilation operators a† and a are replaced by spin ladder operators S+

and S− using a Holstein-Primakoff transformation [Holstein and Primakoff (1940)].

Other scenarios involving different gain and damping terms have been considered

[Roulet and Bruder (2018a), Koppenhöfer and Roulet (2019), Parra-López and Bergli

(2020), Tan et al. (2022)]. In general, as in the previous section, incoherent gain and

damping stabilize particular states. These stabilized states are limit-cycle states if

they exhibit a free phase of oscillation that can be locked to an external drive or other

spin oscillators.

7.2.1 Synchronization Measure

The free phase of oscillation of a limit-cycle state for spin oscillators is defined by

projection onto the so-called spin coherent states |θ, ϕ⟩. These states are generated by

spin rotations of the extremal spin state |s,ms = s⟩. Since SU(2) is three-dimensional,

i.e., it has three group elements, we can interpret these rotations as an analogy to

SO(3) rotations of the spin vector (Sx, Sy, Sz). This way of defining angles is identical

to the definition of the polar angles θ and azimuthal angles ϕ in spherical coordinates.

Spin coherent states can be expressed by the (small) Wigner D matrix [Wigner (1959)],

|θ, ϕ⟩ = e−iϕSz
e−iθSy |s, s⟩ =

∑

n

e−inϕdsn,s(θ) |s, n⟩ , (7.2.1)

|θ, ϕ⟩⟨θ, ϕ| =
∑

n,m

ei(m−n)ϕdsn,s(θ)d
s
m,s(θ) |s, n⟩⟨s,m| , (7.2.2)

where dsn,m

dsn,m(θ) =
√
(s+ n)!(s− n)!(s+m)!(s−m)!

×
smax∑

r=smin

(−1)n−m+r cos
(
θ
2

)2s+m−n−2r
sin
(
θ
2

)n−m+2r

(s+m− r)!r!(n−m+ r)!(s− n− r)!
, (7.2.3)
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smin = max(0,m − n), and smax = min(s +m, s − n). The relevant entries are the

ones for m = s leading to smin = smax = s− n and

dsn,s(θ) =

√
(2s)!

(s+ n)!(s− n)!
cos

(
θ

2

)s+n

sin

(
θ

2

)s−n

. (7.2.4)

In this thesis, we use the measure of quantum synchronization for single spin-s

oscillators introduced in [Roulet and Bruder (2018a)],

S1(ϕ) =

π∫

0

dθ sin(θ)Q(θ, ϕ, ρ)− 1

2π
, (7.2.5)

where

Q(θ, ϕ, ρ) =
2s+ 1

4π
⟨θ, ϕ| ρ |θ, ϕ⟩ (7.2.6)

is the Husimi Q function of ρ with respect to spin coherent states. One can interpret S1
as the difference between a proper probability distribution and a uniform distribution,

see the −1/2π term in Eq. (7.2.5). The proper probability distribution only depends

on the azimuthal angle ϕ since the polar angle θ has been integrated out. Using

Eq. (7.2.1), we can express Eq. (7.2.6) as

Q(θ, ϕ, ρ) =
2s+ 1

4π

∑

n,m

ei(n−m)ϕdsn,s(θ)d
s
m,s(θ)ρn,m . (7.2.7)

The integration over θ in Eq. (7.2.5) can be mapped to Eq. (3.621.5) of [Gradshteyn

and Ryzhik (2015)],

π∫

0

dθ sin(θ) cos

(
θ

2

)n

sin

(
θ

2

)m

= 2
Γ
(
1 + n

2

)
Γ
(
1 + m

2

)

Γ
(
2 + n+m

2

) , (7.2.8)

where Γ(z) is the Gamma function

Γ(z) =

∞∫

0

dt e−ttz−1 , (7.2.9)

see Eq. (8.310.1) of [Gradshteyn and Ryzhik (2015)]. Using this expression, we simplify

S1 to [Tan et al. (2022)],

S1(ϕ) =
∑

n,m

csn,m(ϕ)ρn,m , (7.2.10)
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where

csn,m(ϕ) =ei(n−m)ϕ 2s+ 1

4π

π∫

0

dθ sin(θ)dsn,s(θ)d
s
m,s(θ)

=
ei(n−m)ϕ

2π

Γ
(
1 + s+ n+m

2

)
Γ
(
1 + s− n+m

2

)
√

(s+ n)!(s− n)!(s+m)!(s−m)!
. (7.2.11)

In [Kehrer et al. (2024b)] presented in Ch. 8, an operator cs(ϕ) is defined such that

S1 can be rewritten as an expectation value of this operator. With this trick, the

synchronization measure becomes more interpretable and faster to compute.

The definition of the synchronization measure in Eq. (7.2.5) can be generalized

to systems consisting of N spin-s oscillators by considering tensor products of spin

coherent states, see [Roulet and Bruder (2018b)],

SN (ϕ⃗ ) =

π∫

0

dθ1 sin(θ1)· · ·
π∫

0

dθN sin(θN )Q(θ⃗, ϕ⃗, ρ)− 1

(2π)N
, (7.2.12)

where

Q(θ⃗, ϕ⃗, ρ) =

(
2s+ 1

4π

)N 〈
θ⃗, ϕ⃗
∣∣∣ ρ
∣∣∣θ⃗, ϕ⃗

〉
, (7.2.13)

and

∣∣∣θ⃗, ϕ⃗
〉
=

N⊗

j=1

exp(−iϕjS
z) exp(−iθjS

y) |s, s⟩ . (7.2.14)

In the synchronization measure SN , each polar angle θj is integrated out such that

only the azimuthal angle information remains. Due to particular symmetries in a

model, synchronization will be found in the distribution of a subset of coordinates ϕj ,

e.g., relative phases ϕi − ϕj . In these cases, a synchronization measure can be defined

by integrating out the irrelevant combinations of ϕj .

7.2.2 Spin-1

There has been work published on quantum synchronization of spin-1/2 oscillators,

e.g., [Zhirov and Shepelyansky (2008), Cabot et al. (2019), Parra-López and Bergli

(2020)]. However, here, we will focus on models consisting of spins 1. This section is

based on [Roulet and Bruder (2018a), Roulet and Bruder (2018b)]. The first scenario

that is considered when studying quantum synchronization of a particular model

is the coupling to an external coherent drive. This drive can be interpreted as an

oscillator whose dynamics are fixed, i.e., there is no backaction from the free oscillator

to the drive. In a spin model, a coherent drive is described by Hd = Ω(S+ + S−)/2,

where S± =
√
2(|±1⟩⟨0|+ |0⟩⟨∓1|) are the ladder operators and Ω is the real-valued
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Figure 7.9: Quantum synchronization of spins 1. (a) Schematics of gain, damping, and drive
of a spin-1 oscillator, see Eq. (7.2.15). (b) Synchronization measure S1(ϕ) for γd = 1.5γg.
The gray line denotes the switch from a single maximum to two maxima at approximately
Ω = 3π|γd − γg|/32. (c) Synchronization measure S2(ϕAB) for γAd = 1.5γAg , γ

B
d = 2γAg ,

and γBg = γAg . The gray line denotes the switch from a single maximum to two maxima at

approximately gAB = 9π2|γAd + γBg − γAg − γBd |/256. In panels (b) and (c), the color is scaled
linear in the interval [−10−3, 10−3] and logarithmic elsewhere.

drive strength. Since in this section only s = 1 is considered, we will abbreviate

|s = 1,ms⟩ = |ms⟩.
In the setup considered in [Roulet and Bruder (2018a), Roulet and Bruder (2018b)],

the stabilized limit-cycle state is the central spin state |0⟩. The gain (damping) process

is described by the Lindblad jump operator L = S+Sz (L = S−Sz). The Sz operator

ensures that there is no excitation from |0⟩ → |1⟩ and no deexcitation from |0⟩ → |−1⟩,
see Fig. 7.9(a). The total Lindblad master equation in the rotating frame of the drive

reads

d

dt
ρ = ρ̇ = −i[∆Sz +Hd, ρ] +

γg
2
D[S+Sz](ρ) +

γd
2
D[S−Sz](ρ) . (7.2.15)

An analytical expression for the steady state ρ̇ = 0 exists but is quite lengthy. Using

the definition

N1 =γdγg(γ
2
d + 4∆2)(γ2g + 4∆2)((γd + γg)

2 + 16∆2) + 32(γd + γg)
2Ω6

+ 4(γd + γg)
2((2γd + γg)(γd + 2γg) + 20∆2)Ω4

+ 4γdγg(γ
2
d + γdγg + γ2g + 4∆2)((γd + γg)

2 + 16∆2)Ω2 , (7.2.16)

the expectation values of Sz, S+, and S+2 can be reduced to

⟨Sz⟩N1 =2(γ2g − γ2d)((γd + γg)
2 + 16∆2)(γdγg + 2Ω2)Ω2 , (7.2.17)

⟨S+⟩N1 =2(γd − γg)Ω
(
γdγg((γd + γg)

2 + 16∆2)(2i∆ + γg)(2∆− iγd)

+ 4i(γd + γg)(γd + γg + 8i∆)Ω4
)
, (7.2.18)

⟨S+2⟩N1 =4Ω2
(
γdγg((γd + γg)

2 + 16∆2)(2i∆ + γg)(2i∆ + γd) + 4(γd + γg)
2Ω4

+ 4γdγg(γd + γg)(γd + γg + 4i∆)Ω2
)
. (7.2.19)
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Note that both ⟨Sz⟩ and ⟨S+⟩ vanish for equal rates γg = γd. In the quantum

synchronization regime of small drive strengths and detunings Ω,∆ ≪ γd, γg, the

density matrix reads

ρ ≈




2Ω2

γ2
d

−
√
2(iγd+2∆)Ω

γ2
d

2Ω2

γdγg√
2(iγd−2∆)Ω

γ2
d

1− 2Ω2

γ2
d

− 2Ω2

γ2
g

√
2(iγg+2∆)Ω

γ2
g

2Ω2

γdγg

√
2(−iγg+2∆)Ω

γ2
g

2Ω2

γ2
g


 , (7.2.20)

and the expectation values of Sz, S+, and S+2 are

⟨Sz⟩ ≈ 2
γ2g − γ2d
γ2dγ

2
g

Ω2 , (7.2.21)

⟨S+⟩ ≈ 2
(γd − γg)(2(γd + γg)∆− iγdγg)

γ2dγ
2
g

Ω , (7.2.22)

⟨S+2⟩ ≈ 4Ω2

γdγg
. (7.2.23)

The synchronization measure for this approximation yields

S1(ϕ) ≈ 3(γd − γg)
γdγg sin(ϕ) + 2(γd + γg)∆ cos(ϕ)

8γ2dγ
2
g

Ω+
Ω2 cos(2ϕ)

πγdγg
. (7.2.24)

This equation shows that the terms proportional to Ω lead to phase locking to (i)

ϕ = arctan(γdγg/2(γd + γg)∆) , (7.2.25)

for ∆ > 0 and γg < γd or ∆ < 0 and γg > γd and to phase locking to (ii)

ϕ = π + arctan(γdγg/2(γd + γg)∆) , (7.2.26)

for ∆ > 0 and γg > γd or ∆ < 0 and γg < γd.

In contrast, the term proportional to Ω2 in Eq. (7.2.24) leads to bistable locking of

the oscillator to ϕ = 0, π. Therefore, for small Ω, the phase of the oscillator locks to

a single value and if Ω is larger than a critical value, bistable phase locking occurs.

For ∆ = 0 the critical value is Ω = 3π|γd − γg|/32, see the gray line in Fig. 7.9(b).

Similarly, if γd = γg, any value of Ω will lead to bistable locking to ϕ = 0, π. This

bistable locking is called the quantum synchronization blockade or to be more precise

the quantum interference blockade and will be relevant in Ch. 8. The terms in S1
proportional to Ω originate form different coherences |±1⟩⟨0| and |0⟩⟨±1|. If γd = γg,

these coherences interfere destructively, i.e., the pairs |1⟩⟨0| and |0⟩⟨−1| as well as

|−1⟩⟨0| and |0⟩⟨1| have the same absolute value but opposite sign. Similar to the

energy quantization blockade [Lörch et al. (2017)], this is a genuine quantum effect of

synchronization: a single driven spin-1 oscillator exhibits a synchronization blockade

(bistable locking) due to quantum interference. Note that neither classical cases nor
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quantum van der Pol oscillators exhibit this type of blockade. For other examples of

blockades see Secs. 6.2.1 and 7.1.4.

The original definition of phase synchronization in Ch. 6 requires a small drive

strength such that the driven oscillator exhibits a phase preference without a significant

distortion of its limit-cycle state. Significant in this case means that the population

changes, e.g., ⟨Sz⟩, are proportional to Ω2 and therefore subleading order. Whether

bistable locking should be considered a (quantum) synchronization effect or not is

debatable, since it is of the same order as the population changes. In this thesis, such

higher-order effects are considered a part of (quantum) synchronization while keeping

in mind the original definition.

In a system consisting of two coherently coupled spins 1 A and B [Roulet and

Bruder (2018b)], the measure

S2(ϕAB) =

2π∫

0

dϕB S2(ϕAB + ϕB, ϕB) , (7.2.27)

is employed to determine the distribution of the relative phase ϕAB = ϕA−ϕB between

the two oscillators. Here, the Lindblad master equation in the rotating frame of the

drive reads

ρ̇ = − i

2
[gABS

+
AS

−
B +H.c., ρ] +

∑

j=A,B

(
γjg
2
D[S+

j S
z
j ](ρ) +

γjd
2
D[S−

j S
z
j ](ρ)

)
, (7.2.28)

where gAB is the coherent coupling strength, S±
j and Sz

j are spin operators that act

on the jth oscillator, and γjg and γjd are the gain and damping rates of oscillator j.

The steady state for gAB = 0 is ρ(0) = |0, 0⟩⟨0, 0|. Due to the U(1) symmetry of the

model, i.e., invariance under the transformation S+
j → S+

j e
iθ, only the relative phase

between the oscillators is relevant.

Similar to the single driven spin, an analytical expression of the steady state exists

but is too lengthy to be shown here. In the quantum synchronization regime of small

coupling gAB ≪ γjg , γ
j
d, the synchronization measure evaluated for the perturbation

expansion of the steady state reads

S2(ϕAB) = gAB

9π

64

γAd + γBg − γAg − γBd
(γAd + γBg )(γAg + γBd )

sin(ϕAB) + g2AB

cos(2ϕAB)

π(γAd + γBg )(γAg + γBd )
.

(7.2.29)

Similar to Eq. (7.2.24), the term linear in gAB leads to phase locking to ϕAB = π/2

(ϕAB = −π/2) if γAd + γBg > γAg + γBd (γAd + γBg < γAg + γBd ) and the term proportional

to g2AB leads to bistable locking to ϕAB = 0, π. Two maxima of S2 in Eq. (7.2.29)

exist if gAB > 9π2|γAd + γBg − γAg − γBd |/256, see the gray line in Fig. 7.9(c). If

γAd + γBg = γAg + γBd , the pairs of coherences |1,−1⟩⟨0, 0| and |0, 0⟩⟨−1, 1| as well as

|−1, 1⟩⟨0, 0| and |0, 0⟩⟨1,−1| that form the term linear in gAB exhibit the identical
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Chapter 7 Quantum Synchronization

absolute value but opposite sign and therefore cancel. In this case, the two spin

oscillators are in the synchronization blockade, similar to quantum vdP oscillators

Sec. 7.1.2. Here, for spins 1, we can understand the blockade in more detail, i.e., as

the destructive interference of coherences.

There are different choices of rates that lead to the vanishing of the term linear in

gAB , i.e., vanishing locking to a single value of the phase. The first, second, and third

choice that we know from classical vdP oscillators are: (i) γAg = γBg and γAd = γBd ,

called identical oscillators, (ii) γAg /γ
A
d = γBg /γ

B
d = λ, called equal rate ratios, and (iii)

γAd = γBd = γBd = γ, called equal rates. Another choice that is available in this spin

setup are so-called inverted rates γAg = γBd and γAd = γBg [Roulet and Bruder (2018b)].

In Ch. 8, we will study cases in which two blockades occur. First, for two coherently

coupled spins 1, we consider the blockade between the drive and one of the oscillators

and the blockade between both oscillators. Second, for a chain of three coherently

coupled spins 1, we consider the two blockades between neighboring spins. We will

find that in some parameter regime quantum synchronization through the blockades

of indirectly coupled oscillators exists, i.e., without lifting the blockades.

7.3 Many Quantum Oscillators

An interesting research direction is to go beyond two-oscillator models, i.e., the study

of networks of quantum oscillators in contrast to classical oscillators [Kuramoto (1984),

Acebrón et al. (2005), Ott and Antonsen (2008)]. Already in [Lee and Sadeghpour

(2013)], the mean-field equations of the model have been analyzed in the limit of

an infinite number of identical all-to-all connected oscillators. A transition between

synchronized and unsynchronized states is found. In [Nadolny and Bruder (2023)],

the question whether quantum effects of synchronization survive in large groups of

limit-cycle oscillators is answered affirmatively. In the setups of (i) a single driven and

(ii) two reactively coupled large groups of anharmonic spin-1 oscillators, macroscopic

manifestations of the quantum interference blockade [Roulet and Bruder (2018a)]

and the energy quantization blockade [Lörch et al. (2017)] are found. Considering

a specific connectivity, e.g., topological networks [Wanjura et al. (2020), Wächtler

et al. (2020), Sone et al. (2022)], the enhancement of robustness of synchronization is

studied [Wächtler and Platero (2023), Wächtler and Moore (2024)]. In macroscopic

networks, the relation between frustration and quantum synchronization has been

touched [Ha and Kim (2019), Karpat et al. (2020)].

Another direction is the one of active quantum matter. First steps toward describing

self-propelled quantum objects powered by environmental energy have been taken

[Yamagishi et al. (2024), Antonov et al. (2025), Penner et al. (2025)]. A precursor of

spatially active quantum matter are active oscillatory states, e.g., quantum analogues

of traveling-wave states [Fruchart et al. (2021)] found in coupled groups of spins

[Nadolny et al. (2025a), Nadolny et al. (2025b)] and coupled quantum van der Pol

oscillators [Kehrer and Bruder (2025)]. The latter example will be presented in detail

in Ch. 9.
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Chapter 8

Quantum Synchronization of Spin-1

Oscillators in the Presence of

Interference Blockades

This chapter is based on the results published in:

T. Kehrer, T. Nadolny, and C. Bruder,

Quantum synchronization through the interference blockade,

Physical Review A 110, 042203 (2024)

8.1 Motivation

As described in the previous chapter, in the last decade, there has been a lot of

activity in the study of synchronization in quantum systems. A three-level quantum

system in which one of the three states is stabilized by incoherent gain and damping

processes has been established as a minimal quantum limit-cycle oscillator [Roulet and

Bruder (2018a)]. Subject to an external drive, this spin-1 oscillator aligns its phase of

oscillation with the one of the drive. The magnitude of this so-called 1:1 phase locking

is proportional to the drive strength. In this chapter, we will use the term n:1 phase

locking if the probability distribution of the phase of an oscillator exhibits n maxima

that corresponds to multistable locking. If the gain and damping rates are equal, an

interference blockade emerges leading to a complete suppression of 1:1 phase locking.

In this case, the oscillator tends to align its phase in one of two positions: in phase or

opposite the phase of the drive. This corresponds to 2:1 phase locking which could be

called passing by the blockades. A similar effect is observed for the synchronization of

two identical coupled spins 1, i.e., the absence of 1:1 phase locking and the presence

of 2:1 phase locking [Roulet and Bruder (2018b), Koppenhöfer and Roulet (2019)].

Interference blockades [Solanki et al. (2023)] are not the only type of blockades that

have been studied in systems of quantum oscillators, for another example see [Lörch

et al. (2017)].

In this chapter, we first consider a drive applied to one of two coherently coupled

107

https://doi.org/10.1103/PhysRevA.110.042203


Chapter 8 Quantum Synchronization of Spin-1 Oscillators in the Presence of

Interference Blockades

<latexit sha1_base64="1eP4pnTUYw5iqXxbMtYchW8nObM=">AAAD+XichVPLbtNAFD2pefQB9MGSTUSExCqyUdV2WYlSsUFqJdJWKlVlO9MwxK/OOK2ClS9gCx/ADrHla/iXLnrmxkGCkGas8b1z5t5zHzMTFYm2pe//bix49+4/eLi4tLzy6PGT1bX1jSObD0ysOnGe5OYkCq1KdKY6pS4TdVIYFaZRoo6j/mu3f3yljNV59r4cFuosDXuZvtBxWBI6/HS+1vLbvozmtBLUSgv1OMjXG5f4gC5yxBgghUKGknqCEJbfKQL4KIidoSJmqGnZVxhhmb4DWilahET7/Pe4Oq3RjGvHacU7ZpSE09CziRec+8IY0dpFVdQt5Q3nZ8F6MyNUwuwyHFJGZFwSxnfES3ykxTzPtLac5DLf01VV4gI7Uo1mfoUgrs74D88edwyxvuw08UYse+SIZH3FDmSUHWbgujxhaErFXcpQpBKWrGYMyWcoXfddPrOrK1jDkDvulOwdZ1QxhmU1ufT+Ljtb3wbXm65YOttxdgrXcq6p9NPlXcl9Gomc9NhQqwQdx5nlp/n9z1PP9VRyH6c9HTriqwj+fQPTytGrdrDVDg43W7ub9ftYxDM8x0u+gW3s4i0OeGoxOb/gK755lffd++H9HJsuNGqfp/hreL9uAcBwzJE=</latexit>

j

<latexit sha1_base64="Ymmu329xef7lNXi44hriOTPlR74=">AAAEAHichVPNThsxEJ6wpeW3DfTYS9SAxCnaRYj2SAVUvVSA1EAkQMi7MYuV/au9AYVVLjwC1/YBeqt65U14Fw58nmwqtSHEK++MP89882PbzyJlcte9r0w5L6ZfvpqZnZtfWHz9prq0fGjSrg5kM0ijVLd8YWSkEtnMVR7JVqaliP1IHvmdbbt/dCm1UWnyLe9l8jQWYaLOVSByQK2TvViG4uzTWbXuNlwetVHFK5U6lWM/Xap8pxNqU0oBdSkmSQnl0CMSZPAdk0cuZcBOqQCmoSnel9SnOfh2YSVhIYB28A+xOi7RBGvLadg7QJQIU8OzRquYn5nRh7WNKqEbyAfMa8bCsREKZrYZ9iB9MM4y41fgOV3AYpJnXFoOc5nsaavK6Zw+cjUK+WWM2DqDvzw72NHAOrxTo122DMHh8/oSHUggm8jAdnnIUOOK25CCpWSWpGQU4NOQtvs2n/HVZaihhx17SuaZMyoQw6CalHv/nJ0pb4PtTZstre0gO0lXfK4x99PmXfB96rMc9lhDKxgdxBnnp/A95akmekq+j6OeFu3jVXj/v4FR5XC94W02vION+tZK+T5m6B29pzW8gQ+0RV9oH6dm7/4t/aCfzo3zy/nt/BmYTlVKn7f0z3DuHgG6E89C</latexit>

⌦A

<latexit sha1_base64="txcfsTmdxAh+40mg3xmanJYbjIg=">AAAEBHicjVNLTxsxEJ6wtBD64HXsJSKq1FOUraqWIxIFcalEpSYgEVTtbobUyr6wndCwypWfwJX+AG5Vr/0f/S898HmyQarakHrlnfHnmW8etsM8VsY2m78qC97io8dLy9WVJ0+fPV9dW99om2ygI25FWZzp4zAwHKuUW1bZmI9zzUESxnwU9nfd/tGQtVFZ+smOcj5Ngl6qzlQUWECdjuWvtuhqNeTx57W632jKqM1W6lSOw2y9ck4d6lJGEQ0oIaaULPSYAjL4TsinJuXATqkApqEp2Wca0wp8B7BiWARA+/j3sDop0RRrx2nEO0KUGFPDs0YvMfeFMYS1i8rQDeRvzEvBejMjFMLsMhxBhmCsCuMH4Ja+wGKeZ1JaTnOZ7+mqsnRG21KNQn65IK7O6J7nPXY0sL7s1GhPLHvgCGU9RAdSyBYycF2eMtSk4i5kIJKFJS0ZA/BpSNd9l8/s6nLUMMKOOyXzwBkViGFQTSa9f8jOlLfB9aYrls52kh3ThZxrIv10eRdyn8Yipz3W0ApBJ3Fm+Sl8//JUcz1Z7uPfng79z1fRft3w3zb8j2/qO375PpbpBW3RK7yBd7RDB3SIU4vQn2u6oW/elXfrffd+TEwXKqXPJv0xvJ93uE/RyA==</latexit>

drive
<latexit sha1_base64="3drjOfY1f+/p9BiW57cJt+GJZk4=">AAAD+XicjVNdTxNBFD1lVVpQ+fDRl8aGxKemawz4CFGMLyaQUCABQna3Q510v5zZYuqmv8BX/QG+GV/5NfwXHzhzuyUhWupsZu+dM/ee+zEzYR5rW3Q617UF78HDR4v1xtLy4ydPV1bX1g9tNjSR6kZZnJnjMLAq1qnqFrqI1XFuVJCEsToKB2/d/tGlMlZn6UExytVZEvRTfaGjoCC0v3O+2vLbHRnN2UoL1djL1mqfcYoeMkQYIoFCioJ6jACW3wl8dJATO0NJzFDTsq8wxhJ9h7RStAiIDvjvc3VSoSnXjtOKd8QoMaehZxMbnO+FMaS1i6qoW8o/nF8F68+MUAqzy3BEGZKxIYwfiRf4RIt5nkllOc1lvqerqsAF3kg1mvnlgrg6o1ued9wxxAay08SuWPbJEcr6kh1IKbvMwHV5ytCUinuUgUglLGnFGJDPULruu3xmV5ezhhF33CnZe86oZAzLajLp/X12troNrjc9sXS2k+wUvsi5JtJPl3cp92ksctpjQ60UdBJnlp/m9y9PPddTyX3829Oh4/97FYev2v5m299/3dr2q/dRx3O8wEu+gS1s4wP2eGoROb/hO354pffT++X9npgu1CqfZ7gzvKsbN0TMaA==</latexit>

A

<latexit sha1_base64="55PJX8hmg5VfU7cKO3s/75nQjUc=">AAAD+3ichVPLbhMxFD3p8GjLow+WbCICUtlEMwgVlpWgiA1SEaStVCrkmbjByrywJ0VhlE9gCx/ADrHlY/gXFhzfTJAgpPHIc6+P7z33YTsuU+OqMPzZWgkuXb5ydXVt/dr1Gzc3Nre2D10xsonuJUVa2ONYOZ2aXPcqU6X6uLRaZXGqj+LhE79/dK6tM0X+uhqX+jRTg9ycmURVhF7tqPtvNzthN5TRnleiRumgGQfFVus93qCPAglGyKCRo6KeQsHxO0GEECWxU9TELDUj+xoTrNN3RCtNC0V0yP+Aq5MGzbn2nE68E0ZJOS0927jH+UwYY1r7qJq6o/zF+VGwwcIItTD7DMeUMRnXhPEF8QrvaLHMM2ssZ7ks9/RVVTjDY6nGML9SEF9n8ofnKXcssaHstLEvlgNyxLI+Zwdyyh4z8F2eMbSl4j6lEqmFJW8YFfkspe++z2dxdSVrGHPHn5K74IxqxnCsppDeX2Tnmtvge9MXS287zU7jg5xrJv30eddynyYiZz221GpBp3EW+Rl+//M0Sz213Md5T49O+Cqif9/AvHL4oBvtdqOXDzt7d5v3sYrbuIMdvoFH2MNzHPDUEnblEz7jSzAJvgbfgu9T05VW43MLf43gx28MQ8zd</latexit>

(a)

<latexit sha1_base64="U7N31Uyhvb5HWnQVDss+95nCIfw=">AAAD+3ichVPLbtNAFD2pefQB9MGym4i0UtlENkKFZSUoYlOpCNJWaitkO9Mwil/MOEXByiewhQ9gh7rtx/AvLDhz4yBBSDPW+N45c++5j5mJikTb0vd/Nha8W7fv3F1cWl65d//B6tr6xpHNByZWnThPcnMShVYlOlOdUpeJOimMCtMoUcdR/4XbP75Uxuo8e1cOC3Wehr1MX+g4LAm93Ykev19r+W1fRnNaCWqlhXoc5uuNjzhDFzliDJBCIUNJPUEIy+8UAXwUxM5RETPUtOwrjLBM3wGtFC1Con3+e1yd1mjGteO04h0zSsJp6NnENucrYYxo7aIq6pbyF+dnwXozI1TC7DIcUkZkXBLGA+IlPtBinmdaW05yme/pqipxgedSjWZ+hSCuzvgPz0vuGGJ92WliXyx75IhkfckOZJQdZuC6PGFoSsVdylCkEpasZgzJZyhd910+s6srWMOQO+6U7A1nVDGGZTW59P4mO1vfBtebrlg623F2Cp/kXFPpp8u7kvs0EjnpsaFWCTqOM8tP8/ufp57rqeQ+Tns6dMRXEfz7BqaVoyftYLcdvHna2tuq38ciNvEIO3wDz7CH1zjkqcXsyhd8xTdv5H33fnhXY9OFRu3zEH8N7/o3D9nM3g==</latexit>

(b)

<latexit sha1_base64="AozlN8a+rSZkVpKW0+1LiDaAmxw=">AAAD+XicjVNdTxNBFD1lVVpQ+fDRl8aGxKemawz4SFCMLyaQUCABQna3Q510v5zZYuqmv8BX/QG+GV/5NfwXHzhzuyUhWupsZu+dM/ee+zEzYR5rW3Q617UF78HDR4v1xtLy4ydPV1bX1g9tNjSR6kZZnJnjMLAq1qnqFrqI1XFuVJCEsToKB2/d/tGlMlZn6UExytVZEvRTfaGjoCC0v3O+2vLbHRnN2UoL1djL1mqfcYoeMkQYIoFCioJ6jACW3wl8dJATO0NJzFDTsq8wxhJ9h7RStAiIDvjvc3VSoSnXjtOKd8QoMaehZxMbnO+FMaS1i6qoW8o/nF8F68+MUAqzy3BEGZKxIYwfiRf4RIt5nkllOc1lvqerqsAF3kg1mvnlgrg6o1ued9wxxAay08SuWPbJEcr6kh1IKbvMwHV5ytCUinuUgUglLGnFGJDPULruu3xmV5ezhhF33CnZe86oZAzLajLp/X12troNrjc9sXS2k+wUvsi5JtJPl3cp92ksctpjQ60UdBJnlp/m9y9PPddTyX3829Oh4/97FYev2v5m299/3dr2q/dRx3O8wEu+gS1s4wP2eGoROb/hO354pffT++X9npgu1CqfZ7gzvKsbOtnMaQ==</latexit>

B
<latexit sha1_base64="3drjOfY1f+/p9BiW57cJt+GJZk4=">AAAD+XicjVNdTxNBFD1lVVpQ+fDRl8aGxKemawz4CFGMLyaQUCABQna3Q510v5zZYuqmv8BX/QG+GV/5NfwXHzhzuyUhWupsZu+dM/ee+zEzYR5rW3Q617UF78HDR4v1xtLy4ydPV1bX1g9tNjSR6kZZnJnjMLAq1qnqFrqI1XFuVJCEsToKB2/d/tGlMlZn6UExytVZEvRTfaGjoCC0v3O+2vLbHRnN2UoL1djL1mqfcYoeMkQYIoFCioJ6jACW3wl8dJATO0NJzFDTsq8wxhJ9h7RStAiIDvjvc3VSoSnXjtOKd8QoMaehZxMbnO+FMaS1i6qoW8o/nF8F68+MUAqzy3BEGZKxIYwfiRf4RIt5nkllOc1lvqerqsAF3kg1mvnlgrg6o1ued9wxxAay08SuWPbJEcr6kh1IKbvMwHV5ytCUinuUgUglLGnFGJDPULruu3xmV5ezhhF33CnZe86oZAzLajLp/X12troNrjc9sXS2k+wUvsi5JtJPl3cp92ksctpjQ60UdBJnlp/m9y9PPddTyX3829Oh4/97FYev2v5m299/3dr2q/dRx3O8wEu+gS1s4wP2eGoROb/hO354pffT++X9npgu1CqfZ7gzvKsbN0TMaA==</latexit>

A
<latexit sha1_base64="AozlN8a+rSZkVpKW0+1LiDaAmxw=">AAAD+XicjVNdTxNBFD1lVVpQ+fDRl8aGxKemawz4SFCMLyaQUCABQna3Q510v5zZYuqmv8BX/QG+GV/5NfwXHzhzuyUhWupsZu+dM/ee+zEzYR5rW3Q617UF78HDR4v1xtLy4ydPV1bX1g9tNjSR6kZZnJnjMLAq1qnqFrqI1XFuVJCEsToKB2/d/tGlMlZn6UExytVZEvRTfaGjoCC0v3O+2vLbHRnN2UoL1djL1mqfcYoeMkQYIoFCioJ6jACW3wl8dJATO0NJzFDTsq8wxhJ9h7RStAiIDvjvc3VSoSnXjtOKd8QoMaehZxMbnO+FMaS1i6qoW8o/nF8F68+MUAqzy3BEGZKxIYwfiRf4RIt5nkllOc1lvqerqsAF3kg1mvnlgrg6o1ued9wxxAay08SuWPbJEcr6kh1IKbvMwHV5ytCUinuUgUglLGnFGJDPULruu3xmV5ezhhF33CnZe86oZAzLajLp/X12troNrjc9sXS2k+wUvsi5JtJPl3cp92ksctpjQ60UdBJnlp/m9y9PPddTyX3829Oh4/97FYev2v5m299/3dr2q/dRx3O8wEu+gS1s4wP2eGoROb/hO354pffT++X9npgu1CqfZ7gzvKsbOtnMaQ==</latexit>

B
<latexit sha1_base64="JPkbTAXbfYMVFn7HzS1sqnMEm5k=">AAAD+XicjVPLThsxFD1hoDzbAl2yiYiQuooyVUW7RKJFbJBAagCJompmYlIr86o9AaWjfEG38AHsULf9mv4Lix7fTJBQG1KPPPf6+N5zH7bDPNa2aLV+12a82bln8wuLS8srz1+8XF1bP7ZZ30SqHWVxZk7DwKpYp6pd6CJWp7lRQRLG6iTs7br9k0tlrM7ST8UgV+dJ0E31hY6CgtDR7pfVht9syahPVhqoxmG2VvuGz+ggQ4Q+EiikKKjHCGD5ncFHCzmxc5TEDDUt+wpDLNG3TytFi4Boj/8uV2cVmnLtOK14R4wScxp61rHFuSeMIa1dVEXdUt5zfhesOzFCKcwuwwFlSMZFYTwgXuArLaZ5JpXlOJfpnq6qAhd4L9Vo5pcL4uqMHng+cMcQ68lOHR/FskuOUNaX7EBK2WYGrstjhrpU3KEMRCphSSvGgHyG0nXf5TO5upw1DLjjTsk+cUYlY1hWk0nvn7Kz1W1wvemIpbMdZadwJeeaSD9d3qXcp6HIcY8NtVLQUZxJfprfvzz1VE8l9/FvT4cO/+9VHL9p+ttN/+htY8ev3scCNrCJ13wD77CDfRzy1CJy/sA1brzSu/XuvJ8j05la5fMKj4b36w8+bsxq</latexit>

C<latexit sha1_base64="kB6TZw5wTu8PnJnrFFd1GsSu8U4=">AAAEAXichVPLbtNAFD2pebTl1ZYlm4iAxCqyEQKWFQXEBqlIpC0qpbKdqTuKX8w4RamVFZ/AFj6AHeq2X8K/sODMjYMEIc1Y43vnzL3nPmYmKlNtK9//2VryLl2+cnV5ZfXa9Rs3b62tb+zYYmhi1YuLtDB7UWhVqnPVq3SVqr3SqDCLUrUbDbbc/u6JMlYX+dtqVKqDLExyfaTjsCL0LvlQjw/rZ1vjw7WO3/VltGeVoFE6aMZ2sd76iPfoo0CMITIo5Kiopwhh+e0jgI+S2AFqYoaaln2FMVbpO6SVokVIdMB/wtV+g+ZcO04r3jGjpJyGnm3c53wpjBGtXVRF3VL+4jwVLJkboRZml+GIMiLjijC+Jl7hmBaLPLPGcprLYk9XVYUjPJVqNPMrBXF1xn94nnPHEBvIThsvxDIhRyTrE3Ygp+wxA9flKUNbKu5ThiKVsOQNY0g+Q+m67/KZX13JGkbccadkLzijmjEsqymk9xfZ2eY2uN70xdLZTrJT+CTnmkk/Xd613KexyGmPDbVa0EmceX6a3/889UJPJfdx1tOh7lUE/76BWWXnYTd43A3ePOps3mvexzLu4C4e8A08wSZeYZunFpP3C77im/fZ++798M4mpkutxuc2/hre+W9qb9AA</latexit>gBC
<latexit sha1_base64="ZdMZzcfgJ25QtWL+dO6dGFkfdfA=">AAAEAXichVPLbtNAFD2pebTl1ZYlm4iAxCqyEQKWhQJig9RKpC0qpbKdqTuKX8w4RcHKik9gCx/ADrHlS/gXFj1z4yBBSDPW+N45c++5j5mJylTbyvd/tZa8CxcvXV5eWb1y9dr1G2vrG7u2GJpY9eIiLcx+FFqV6lz1Kl2lar80KsyiVO1Fgy23v3eqjNVF/roaleowC5NcH+s4rAi9Sd7V46P6ydPx0VrH7/oy2rNK0CgdNGO7WG+9x1v0USDGEBkUclTUU4Sw/A4QwEdJ7BA1MUNNy77CGKv0HdJK0SIkOuA/4eqgQXOuHacV75hRUk5Dzzbucr4QxojWLqqibil/c34ULJkboRZml+GIMiLjijC+Il7hhBaLPLPGcprLYk9XVYVjPJZqNPMrBXF1xn94nnHHEBvIThvPxTIhRyTrU3Ygp+wxA9flKUNbKu5ThiKVsOQNY0g+Q+m67/KZX13JGkbccadkzzmjmjEsqymk9+fZ2eY2uN70xdLZTrJT+CDnmkk/Xd613KexyGmPDbVa0EmceX6a3/889UJPJfdx1tOh7lUE/76BWWX3fjd42A12HnQ27zTvYxm3cBv3+AYeYRMvsc1Ti8n7GV/w1fvkffO+ez8mpkutxucm/hrezzNjQs/+</latexit>gAB

<latexit sha1_base64="FsI/riCIj6Mb0cy6fmdMEeH8V14=">AAAD+3ichVPLbtNAFD2pefQB9MGym4i0UtlENkKFZSUoYlOpCNJWaitkO9Mwil/MOEXByiewhQ9gh7rtx/AvLDhz4yBBSDPW+N45c++5j5mJikTb0vd/Nha8W7fv3F1cWl65d//B6tr6xpHNByZWnThPcnMShVYlOlOdUpeJOimMCtMoUcdR/4XbP75Uxuo8e1cOC3Wehr1MX+g4LAm93Ykfv19r+W1fRnNaCWqlhXoc5uuNjzhDFzliDJBCIUNJPUEIy+8UAXwUxM5RETPUtOwrjLBM3wGtFC1Con3+e1yd1mjGteO04h0zSsJp6NnENucrYYxo7aIq6pbyF+dnwXozI1TC7DIcUkZkXBLGA+IlPtBinmdaW05yme/pqipxgedSjWZ+hSCuzvgPz0vuGGJ92WliXyx75IhkfckOZJQdZuC6PGFoSsVdylCkEpasZgzJZyhd910+s6srWMOQO+6U7A1nVDGGZTW59P4mO1vfBtebrlg623F2Cp/kXFPpp8u7kvs0EjnpsaFWCTqOM8tP8/ufp57rqeQ+Tns6dMRXEfz7BqaVoyftYLcdvHna2tuq38ciNvEIO3wDz7CH1zjkqcXsyhd8xTdv5H33fnhXY9OFRu3zEH8N7/o3E2/M3w==</latexit>

(c)

<latexit sha1_base64="zPHUNzO0s2+h3VgHpXvvZxLleyY=">AAAEAnichVPNThsxEJ6wQIFSCu2RS0RUqadot6qgR6S2qJdKIDWAIDTybpytyf7V3lCFVW48Atf2AXqreu2L9F048HmyQYKQxCvvjD/PfPNj288iZXLX/V+Zc+YXFp8sLa88XX229nx948WhSXs6kI0gjVJ97AsjI5XIRq7ySB5nWorYj+SR331v948upDYqTb7k/UyexSJMVEcFIgd00gxFHIuv562wtV5z6y6P6rjilUqNyrGfblS+U5PalFJAPYpJUkI59IgEGXyn5JFLGbAzKoBpaIr3JQ1oBb49WElYCKBd/EOsTks0wdpyGvYOECXC1PCs0ivMPWb0YW2jSugG8gbzkrFwYoSCmW2GfUgfjMvM+Bl4Tt9gMcszLi1Hucz2tFXl1KF3XI1Cfhkjts7gjucDdjSwLu9U6SNbhuDweX2BDiSQDWRguzxiqHLFbUjBUjJLUjIK8GlI232bz+TqMtTQx449JTPljArEMKgm5d5PszPlbbC9abOltR1mJ+kHn2vM/bR5F3yfBixHPdbQCkaHcSb5KXyPeaqZnpLv47inRQd4Fd7DNzCuHL6pe9t17+BtbXerfB9LtElb9BpvYId26RPt49QCxLymn/TLuXJ+O3+cv0PTuUrp85LuDeffLcCX0Fw=</latexit>

�j
g

<latexit sha1_base64="k/hl0DqOJAY2veZ+kuq+ZwaltMU=">AAAEAnichVPLThsxFL1haAv0wWvJJiKq1FU0U1XAEqkFsUECiQAqUOSZmKnJvGpPQGGUHZ/AFj6AHWLLj/AvLDi+mSC1aYhHnnt9fO+5D9t+FimTu+5jZcwZf/P23cTk1PsPHz9Nz8zO7Zq0rQPZCNIo1fu+MDJSiWzkKo/kfqaliP1I7vmt73Z/70xqo9JkJ+9k8igWYaJOVCByQD8PQxHH4tfpcfN4pubWXR7VQcUrlRqVYyudrfyhQ2pSSgG1KSZJCeXQIxJk8B2QRy5lwI6oAKahKd6X1KUp+LZhJWEhgLbwD7E6KNEEa8tp2DtAlAhTw7NKnzHXmdGHtY0qoRvIJ8wLxsKhEQpmthl2IH0wTjLjJvCcfsNilGdcWvZzGe1pq8rphFa4GoX8MkZsncELzw/saGAt3qnSGluG4PB5fYYOJJANZGC73GeocsVNSMFSMktSMgrwaUjbfZvP8Ooy1NDBjj0l88oZFYhhUE3KvX/NzpS3wfamyZbWtpedpHM+15j7afMu+D51WfZ7rKEVjPbiDPNT+P7nqUZ6Sr6Pg54W7eJVeP++gUFl92vdW6p7299qq4vl+5igBVqkL3gDy7RKG7SFUwsQ84qu6ca5dG6dO+e+ZzpWKX3m6a/hPDwDtdjQWQ==</latexit>

�j
d

<latexit sha1_base64="jARClSCFFrh+U5lucuSQ1wfz5ys=">AAAD/3ichVPLbhMxFD3pAH3wamHJJmqExCqaQaiwrFRAbJCKRJpKbYVmJm6wMi9spyiMsuAT2MIHsENs+RT+hQXHNxMkCGk88tzr43vPfdhOqkxbF4Y/W2vBlavX1jc2t67fuHnr9vbOnSNbjk2qemmZleY4ia3KdKF6TrtMHVdGxXmSqX4yOvD7/QtlrC6L125SqbM8Hhb6XKexI9Q/HSlXR9M3252wG8poLypRo3TQjMNyp/UOpxigRIoxcigUcNQzxLD8ThAhREXsDDUxQ03LvsIUW/Qd00rRIiY64n/I1UmDFlx7TiveKaNknIaebdznfC6MCa19VEXdUv7i/CDYcGmEWph9hhPKhIybwviSuMNbWqzyzBvLeS6rPX1VDud4ItVo5lcJ4utM//A85Y4hNpKdNp6J5ZAciawv2IGCsscMfJfnDG2peEAZi1TCUjSMMfkMpe++z2d5dRVrmHDHn5K95IxqxrCsppTeX2Znm9vgezMQS287y07hvZxrLv30eddyn6Yi5z021GpBZ3GW+Wl+//PUKz2V3MdFT4/6VxH9+wYWlaOH3WivG7161Nnfbd7HBu5hFw/4Bh5jHy9wyFPznfmEz/gSfAy+Bt+C7zPTtVbjcxd/jeDHbywZzxo=</latexit>

|1i

<latexit sha1_base64="ESvEzfbBKPOabbWCYrW6zFE5Cwk=">AAAEAHichVPLbhMxFD3pAH3wamHJJmqExIZoBiFgWYmH2CAVibSR2grNTNxgZV7YTqswyoZPYAsfwA6x5U/4FxYc30yQIKTxyHOvj+8992E7qTJtXRj+bK0Fly5fWd/Y3Lp67fqNm9s7tw5sOTap6qVlVpp+EluV6UL1nHaZ6ldGxXmSqcNk9NTvH54pY3VZvHGTSp3k8bDQpzqNHaH+8Ui5+n40fbvdCbuhjPaiEjVKB83YL3da73GMAUqkGCOHQgFHPUMMy+8IEUJUxE5QEzPUtOwrTLFF3zGtFC1ioiP+h1wdNWjBtee04p0ySsZp6NnGXc4XwpjQ2kdV1C3lL84Pgg2XRqiF2Wc4oUzIuCmMr4g7vKPFKs+8sZznstrTV+VwiidSjWZ+lSC+zvQPzzPuGGIj2WnjuVgOyZHI+owdKCh7zMB3ec7QlooHlLFIJSxFwxiTz1D67vt8lldXsYYJd/wp2QvOqGYMy2pK6f1Fdra5Db43A7H0trPsFM7lXHPpp8+7lvs0FTnvsaFWCzqLs8xP8/ufp17pqeQ+Lnp61L+K6N83sKgcPOhGj7rR64edvd3mfWzgDnZxj2/gMfbwEvs8NX/3P+EzvgQfg6/Bt+D7zHSt1fjcxl8j+PEb9sDPUQ==</latexit>

|�1i

<latexit sha1_base64="PCygwwtS6SuTYiQjUEDdc43TWQo=">AAAD/3ichVPLbhMxFD3pAH3wamHJJmqExCqaQaiwrFRAbJCKRJpKbYVmJm6wMi9spyiMsuAT2MIHsENs+RT+hQXHNxMkCGk88tzr43vPfdhOqkxbF4Y/W2vBlavX1jc2t67fuHnr9vbOnSNbjk2qemmZleY4ia3KdKF6TrtMHVdGxXmSqX4yOvD7/QtlrC6L125SqbM8Hhb6XKexI9Q/HSlXh9M3252wG8poLypRo3TQjMNyp/UOpxigRIoxcigUcNQzxLD8ThAhREXsDDUxQ03LvsIUW/Qd00rRIiY64n/I1UmDFlx7TiveKaNknIaebdznfC6MCa19VEXdUv7i/CDYcGmEWph9hhPKhIybwviSuMNbWqzyzBvLeS6rPX1VDud4ItVo5lcJ4utM//A85Y4hNpKdNp6J5ZAciawv2IGCsscMfJfnDG2peEAZi1TCUjSMMfkMpe++z2d5dRVrmHDHn5K95IxqxrCsppTeX2Znm9vgezMQS287y07hvZxrLv30eddyn6Yi5z021GpBZ3GW+Wl+//PUKz2V3MdFT4/6VxH9+wYWlaOH3WivG7161Nnfbd7HBu5hFw/4Bh5jHy9wyFPznfmEz/gSfAy+Bt+C7zPTtVbjcxd/jeDHbyiDzxk=</latexit>

|0i

<latexit sha1_base64="CMPJBqv7cYaT48SKpWUzX7sve/8=">AAAEBnichVPLbtNAFD2pgT54tbBkEzVCKpvIrhB0WZ5ig1QEaSu1JbKdaTqKX8w4RcHKnk9gCx/ADrHlN/gXFpy5cZAgpBlrfO+cuffcx8xERaJt6fs/G0vepctXlldW165eu37j5vrGrX2bD02sOnGe5OYwCq1KdKY6pS4TdVgYFaZRog6iwRO3f3CujNV59qYcFeokDfuZPtVxWBJ6+7q7vXVcnOlu9ejx+F53veW3fRnNWSWolRbqsZdvNN7hGD3kiDFECoUMJfUEISy/IwTwURA7QUXMUNOyrzDGGn2HtFK0CIkO+O9zdVSjGdeO04p3zCgJp6FnE3c5nwtjRGsXVVG3lL84PwjWnxuhEmaX4YgyIuOqML4kXuKMFos809pymstiT1dViVPsSDWa+RWCuDrjPzxPuWOIDWSniWdi2SdHJOtzdiCj7DAD1+UpQ1Mq7lGGIpWwZDVjSD5D6brv8plfXcEaRtxxp2QvOKOKMSyryaX3F9nZ+ja43vTE0tlOslN4L+eaSj9d3pXcp7HIaY8NtUrQSZx5fprf/zz1Qk8l93HW06Fjvorg3zcwq+xvt4MH7eDV/dbuZv0+VnAHm9jiG3iIXbzAHk8tJvMnfMYX76P31fvmfZ+YLjVqn9v4a3g/fgMVgdFD</latexit>

S2(�AB)
<latexit sha1_base64="Qve+8yQZSCH06WnGM9qxCf9tibw=">AAAEBXichVPLbtNAFD2pebTl1cKSTdQIqWwiGyFg2YqH2CAVQdpKbRTZzjQdxa/OOK2ClTWfwBY+gB1iy3fwLyw4c+MgQUgz1vjeOXPvuY+ZiYpE29L3fzZWvCtXr11fXVu/cfPW7Tsbm3f3bT4yserEeZKbwyi0KtGZ6pS6TNRhYVSYRok6iIbP3f7BuTJW59n7clyobhoOMn2i47Ak1H3XC7aPi1Pdq3YnD3sbLb/ty2jOK0GttFCPvXyzcYZj9JEjxggpFDKU1BOEsPyOEMBHQayLipihpmVfYYJ1+o5opWgREh3yP+DqqEYzrh2nFe+YURJOQ88mHnC+EsaI1i6qom4pf3F+EGywMEIlzC7DMWVExjVhfEO8xCktlnmmteUsl+WerqoSJ3gm1WjmVwji6oz/8LzgjiE2lJ0mXorlgByRrM/ZgYyywwxcl2cMTam4TxmKVMKS1Ywh+Qyl677LZ3F1BWsYc8edkr3kjCrGsKwml95fZmfr2+B60xdLZzvNTuFCzjWVfrq8K7lPE5GzHhtqlaDTOIv8NL//eeqlnkru47ynQyd8FcG/b2Be2X/UDp60g7ePWztb9ftYxX1sYZtv4Cl28Bp7PLUYZ/iEz/jiffS+et+871PTlUbtcw9/De/Hb/oF0PY=</latexit>

S1(�A)

<latexit sha1_base64="kh9dJ0E/e46RC+5fcfbWzyD1Wwk=">AAAEBXichVPLbtNAFD2pebTl1cKSTdQIqWwiGyFgWZWH2CAVQdpKbRTZzjQdxa/OOK2ClTWfwBY+gB1iy3fwLyw4c+MgQUgz1vjeOXPvuY+ZiYpE29L3fzZWvCtXr11fXVu/cfPW7Tsbm3f3bT4yserEeZKbwyi0KtGZ6pS6TNRhYVSYRok6iIbP3f7BuTJW59n7clyobhoOMn2i47Ak1H3XC7aPi1Pdq3YnD3sbLb/ty2jOK0GttFCPvXyzcYZj9JEjxggpFDKU1BOEsPyOEMBHQayLipihpmVfYYJ1+o5opWgREh3yP+DqqEYzrh2nFe+YURJOQ88mHnC+EsaI1i6qom4pf3F+EGywMEIlzC7DMWVExjVhfEO8xCktlnmmteUsl+WerqoSJ3gm1WjmVwji6oz/8LzgjiE2lJ0mXorlgByRrM/ZgYyywwxcl2cMTam4TxmKVMKS1Ywh+Qyl677LZ3F1BWsYc8edkr3kjCrGsKwml95fZmfr2+B60xdLZzvNTuFCzjWVfrq8K7lPE5GzHhtqlaDTOIv8NL//eeqlnkru47ynQyd8FcG/b2Be2X/UDp60g7ePWztb9ftYxX1sYZtv4Cl28Bp7PLUYZ/iEz/jiffS+et+871PTlUbtcw9/De/Hb/2c0Pc=</latexit>

S1(�B)
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Figure 8.1: Schematics of the models. (a) Each minimal quantum limit-cycle oscillator labeled
A, B, and C consists of three spin-1 states |−1⟩, |0⟩, and |1⟩. It is subject to two independent
gain and damping processes with rates γjg and γjd that incoherently drive the population
toward the state |0⟩. (b) Two spins A and B are coherently coupled with strength gAB , see
Sec. 8.3. Spin A is furthermore driven by an external drive with strength ΩA. (c) Chain of
three coupled spins without external drive, see Sec. 8.4. The insets in (b) and (c) qualitatively
show the resulting (bistable) phase locking of the spins. Due to blockades (red brick walls),
1:1 phase locking vanishes. Solid arcs denote second-order effects leading to 2:1 phase locking
passing by blockades. Dashed arcs denote fourth-order effects leading to 1:1 and 2:1 phase
locking between not directly coupled elements through the blockades.

spin-1 oscillators. In the parameter regime of equal gain and damping rates, see

Fig. 8.1(b), both spins are blockaded: there is no 1:1 phase locking of the driven spin

to the drive as well as no 1:1 phase locking between both spins. They both align in

and out of phase corresponding to 2:1 phase locking. Remarkably, the undriven spin

does exhibit 1:1 phase locking to the external drive. In other words, the undriven

oscillator synchronizes to the external drive through both (drive-spin and spin-spin)

interference blockades without lifting them. The locking strength is linear in the drive

strength and of third order in the coupling strength. The second system that we study

is a chain of three coupled spin-1 oscillators. An unexpected 1:1 phase locking, in

analogy to the two-spin case, is found between the first and last spin, see Fig. 8.1(c).

However, the central spin mediating this locking is itself not 1:1 phase locked to any

of the two other spins.

This chapter is structured as follows. In Sec. 8.2, we define the Lindblad master

equation of our systems and the measure of quantum synchronization we will use. In

Sec. 8.3, we study the behavior of two spin-1 oscillators in and outside the interference

blockades. In Sec. 8.4, we analyze a system of three coupled spins 1. We discuss

entanglement measures in Sec. 8.5.
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8.2 Model and Quantum Synchronization Measure

8.2 Model and Quantum Synchronization Measure

We consider models of coupled spin-1 oscillators subject to gain and damping processes,

visualized in Fig. 8.1. The systems are described by the following Lindblad master

equation

d

dt
ρ = ρ̇ = L(ρ) = −i[H, ρ] +

∑

j

Lj(ρ) , (8.2.1)

Lj(ρ) =
γjg
2
D[S+

j S
z
j ](ρ) +

γjd
2
D[S−

j S
z
j ](ρ) , (8.2.2)

where the Hamiltonian H that encodes a coherent drive and spin-spin interactions

will be specified later in Eqs. (8.3.1) and (8.4.1). Both incoherent gain and damping

processes are combined in the Liouvillian Lj and provide limit-cycle stabilization of

the jth spin, see the black wavy arrows in Fig. 8.1(a). The gain and damping rates

of the jth spin are denoted by γjg and γjd and we choose Sz = |1⟩⟨1| − |−1⟩⟨−1| and
S± =

√
2(|±1⟩⟨0| + |0⟩⟨∓1|) as defined in Sec. 2.2. We use the standard notation

D[L](ρ) = LρL† − (L†Lρ+ ρL†L)/2. The steady state for H = 0 is the product state

ρ(0) = |0, 0⟩⟨0, 0|.
A previous work shows that quantum synchronization of a single spin-1 oscillator to

an external resonant drive is observed if γjg ≠ γjd [Roulet and Bruder (2018a)]. For two

resonant spin-1 oscillators, quantum synchronization occurs if γid+γ
j
g ≠ γig+γ

j
d [Roulet

and Bruder (2018b)]. In those works, quantum synchronization is defined as an effect

that is linear in the drive strength or the interaction strength, respectively. If the rate

conditions mentioned above are violated, only higher-order synchronization can be

observed, i.e., the system is in the quantum interference synchronization blockade, see

also Sec. 7.2.2.

A variety of measures to quantify the degree of quantum synchronization has

been proposed in the literature [Ludwig and Marquardt (2013), Hush et al. (2015),

Weiss et al. (2016), Roulet and Bruder (2018a)]. For N spin-1 oscillators, we choose

the synchronization measure SN (ϕ⃗ ) defined in [Roulet and Bruder (2018b)] and

Eq. (7.2.12),

SN (ϕ⃗ ) =

(
3

4π

)N
π∫

0

dθ1 sin(θ1) · · · ×
π∫

0

dθN sin(θN )
〈
θ⃗, ϕ⃗
∣∣∣ ρ
∣∣∣θ⃗, ϕ⃗

〉
− 1

(2π)N
, (8.2.3)

where

∣∣∣θ⃗, ϕ⃗
〉
=

N⊗

j=1

exp(−iϕjS
z) exp(−iθjS

y) |1, 1⟩ . (8.2.4)

This measure is a probability distribution of phases ϕj of each oscillator j that are

defined by projections of the density matrix to spin coherent states
∣∣∣θ⃗, ϕ⃗

〉
, where

|s,ms⟩ = |1, 1⟩ is the extremal spin-1 state. Using SN , we will calculate probability
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Interference Blockades

distributions of relative phase angles as marginals by integrating over global phases, see,

e.g., Eq. (8.2.14). If the synchronization measure is flat, there is no phase preference,

i.e., no synchronization in the system. Maxima of SN are related to locking of the

oscillator phases. In Eq. (7.2.10), we saw that the synchronization measure of one

spin-s oscillator can be written as

S1(ϕ) =
∑

n,m

csn,m(ϕ)ρn,m , (8.2.5)

where [Tan et al. (2022)]

csn,m(ϕ) =
ei(n−m)ϕ

2π

Γ
(
1 + s+ n+m

2

)
Γ
(
1 + s− n+m

2

)
√
(s+ n)!(s− n)!(s+m)!(s−m)!

. (8.2.6)

Here, we interpret csn,m(ϕ) as the components of an operator cs(ϕ). For spin-1/2 and

spin-1 oscillators, we find explicit expressions for cs(ϕ),

c1/2(ϕ) =
1

2π
+

1

8

(
eiϕS+ + e−iϕS−

)
, (8.2.7)

c1(ϕ) =
1

2π
+

(
3eiϕ

32
S+ +

ei2ϕ

8π
(S+)2 +H.c.

)
. (8.2.8)

For larger spins, the expression of cs becomes more complex, e.g., c3/2(ϕ) features

terms of the form (S+)2S− and S−(S+)2. Due to the tensor-product structure of SN ,

we can express Eq. (7.2.12) in a compact way,

SN (ϕ⃗ ) = Tr


ρ

N⊗

j=1

cs(ϕj)


− 1

(2π)N
=

〈
N⊗

j=1

cs(ϕj)

〉
− 1

(2π)N
. (8.2.9)

In this chapter, we are interested in up to three spin-1 oscillators. Combining

Eqs. (8.2.8) and (8.2.9), for a single spin 1, we obtain

S1(ϕ) =

〈
3

32
eiϕS+ +

ei2ϕ

8π
S+2 +H.c.

〉
, (8.2.10)

and for a system consisting of two spins 1,

S2(ϕAB) =

2π∫

0

dϕB S2(ϕAB + ϕB, ϕB)

=

〈
9π

512
eiϕABS+

AS
−
B +

ei2ϕAB

32π
(S+

AS
−
B )

2 +H.c.

〉
, (8.2.11)

where ϕAB = ϕA −ϕB is the relative phase between oscillator A and B. Note that the

coefficients of Eq. (8.2.11), 9π/512 = 2π(3/32)2 and 1/32π = 2π/(8π)2, are related

to squares of the coefficients of Eq. (8.2.10), where the additional factor of 2π arises
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from the integration over ϕB. Similarly, for three spins, we define

S3(ϕAB, ϕBC) =

2π∫

0

dϕB S3(ϕAB + ϕB, ϕB, ϕB − ϕBC) , (8.2.12)

S3(ϕAB, ϕCA) =

2π∫

0

dϕA S3(ϕA, ϕA − ϕAB, ϕCA + ϕA) . (8.2.13)

The structure of Eq. (8.2.10), i.e., S1 consists of terms ∝ eikϕS+k, allows us to express

the Fourier transform of SN as expectation values of powers of the spin-1 ladder

operators S+
j . In particular, we find that the phase distributions can be written as

S1(ϕj) = 2(m
(1)
j cos(ϕj) +m

(2)
j cos(2ϕj)) ,

S2(ϕij) =

2π∫

0

dϕS2(ϕij + ϕ, ϕ) = 2(m
(1)
ij cos(ϕij) +m

(2)
ij cos(2ϕij)) , (8.2.14)

where ϕij = ϕi − ϕj is the relative phase of two oscillators i and j. Here, we define

the moments

m
(n)
j = ⟨S+n

j ⟩ ×
{

3
32 n = 1 ,
1
8π n = 2 ,

(8.2.15)

m
(n)
ij = ⟨(S+

i S
−
j )

n⟩ ×
{

9π
512 n = 1 ,
1

32π n = 2 ,
(8.2.16)

where the label n corresponds to n:1 phase locking and equals the number of maxima in

the synchronization measure. Thus, these moments are linked to the Fourier coefficients

of the phase distributions and we will use them to quantify synchronization.

8.3 Two Spins and an External Drive

In this section, we consider two coherently coupled spins 1 labeled A and B. A

resonant coherent drive with strength ΩA acts on spin A, see Fig. 8.1(b). The system

is described by Eq. (8.2.1) with the Hamiltonian in the rotating frame of the drive

H =
ΩA

2
S+
A +

gAB

2
S+
AS

−
B +H.c. , (8.3.1)

where gAB denotes the strength of the coherent coupling. We choose both ΩA and

gAB to be positive. Note that both spins are assumed to be in resonance with the

coherent drive, i.e., the frequency of the external drive is chosen to match exactly the

level spacing of the spins.

111



Chapter 8 Quantum Synchronization of Spin-1 Oscillators in the Presence of

Interference Blockades

8.3.1 In the Interference Blockade

To study two spins 1 in the quantum interference synchronization blockade, we set the

gain and damping rates γAg = γAd = γBg = γBd = γ to be equal. In the case of ΩA = 0,

we obtain

ρss =

(
1− 8g2AB

8g2AB + γ2

)
ρ(0) +

32g2AB

32g2AB + 4γ2
ρ(∞) − i

gABγ

16g2AB + 2γ2
[S+

AS
−
B +H.c., ρ(0)] ,

(8.3.2)

where

ρ(∞) =
1

8

∑

J=1,2

∑

M=−1,1

|J,M⟩c ⟨J,M |c +
1

4

∑

J=0,2

|J, 0⟩c ⟨J, 0|c =
1

32
(S+

AS
−
B + S−

AS
+
B )

2

(8.3.3)

is the state in the limit gAB ≫ γ. It is diagonal in the combined spin basis |J,M⟩c
of two spins 1. We now consider a drive that acts on spin A as a small perturbation.

This results in the following leading-order contributions in ΩA/γ to the first moment

of the synchronization measure of the undriven spin B

m
(1)
B ≈ 3

4

g3ABΩA(64g
4
AB + 348g2ABγ

2 + 135γ4)

(8g2AB + γ2)(4g2AB + 9γ2)(16g4AB + 72g2ABγ
2 + 9γ4)

gAB≫γ
≈ 3ΩA

32gAB

gAB≪γ
≈ 5g3ABΩA

4γ4
, (8.3.4)

as well as to the second moment

m
(2)
B ≈ 3

2π

g2ABΩ
2
A

(g2AB + γ2)(4g2AB + γ2)

× 96g8AB + 656g6ABγ
2 + 518g4ABγ

4 + 108g2ABγ
6 + 81γ8

(8g2AB + γ2)(4g2AB + 9γ2)(16g4AB + 72g2ABγ
2 + 9γ4)

gAB≫γ
≈ 9Ω2

A

128πg2AB

gAB≪γ
≈ 3g2ABΩ

2
A

2πγ4
. (8.3.5)

The undriven spin B exhibits a 1:1 phase locking to the drive with a magnitude that to

leading order is linear in ΩA/γ, for both large and small gAB/γ. The second moment

of the combined synchronization measure for both spins up to second order in ΩA/γ
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is proportional to

m
(2)
AB ≈ 1

8π

g2AB

8g2AB + γ2

(
1− Ω2

A(848g
6
AB + 4600g4ABγ

2 + 1905g2ABγ
4 + 702γ6)

(8g2AB + γ2)(4g2AB + 9γ2)(16g4AB + 72g2ABγ
2 + 9γ4)

)

gAB≫γ
≈ 1

64π
− 53Ω2

A + 4γ2

2048πg2AB

gAB≪γ
≈ g2AB

8πγ2

(
1− 26Ω2

A + 24g2AB

3γ4

)
. (8.3.6)

Analogously, for a vanishing spin-spin interaction strength gAB = 0, we obtain

ρss =

(
1− 8Ω2

A

8Ω2
A + γ2

)
ρ(0) − Ω2

A

8Ω2
A + γ2

[S+
A + S−

A , ρ
(0)]2 − i

ΩAγ

8Ω2
A + γ2

[S+
A + S−

A , ρ
(0)] ,

(8.3.7)

leading to the following contribution to the second moment of the synchronization

measure of the driven spin A up to second order in gAB/γ,

m
(2)
A ≈ 1

2π

Ω2
A

8Ω2
A + γ2

(
1− g2AB(448Ω

4
A + 456Ω2

Aγ
2 + 189γ2)

(8Ω2
A + γ2)(16Ω4

A + 30Ω2
Aγ

2 + 9γ4)

)

ΩA≫γ≈ 1

16π
− 28g2AB + γ2

128πΩ2
A

ΩA≪γ≈ Ω2
A

2πγ2

(
1− 21g2AB + 8Ω2

A

γ4

)
. (8.3.8)

Note that for equal gain and damping rates, the first moment m
(1)
A of the synchroniza-

tion measure of the single spin A and m
(1)
AB of the combined synchronization measure

vanish, i.e., the system exhibits two quantum interference blockades.

In conclusion, we expand the steady state ρss =
∑∞

n=0 ϵ
nρ(n) of Eq. (8.2.1) in powers

of ϵ for the small Hamiltonian ϵH of Eq. (8.3.1). The terms ρ(n) obey

∑

j

Lj(ρ
(n+1)) = i[H, ρ(n)] . (8.3.9)

The synchronization measures up to a combined fourth order in ΩA/γ and gAB/γ are

S2(ϕAB) ≈
g2AB

πγ2
cos(2ϕAB)

(
1

4
− 2

g2AB

γ2
− 13

6

Ω2
A

γ2

)
, (8.3.10)

S1(ϕA) ≈
Ω2
A

πγ2
cos(2ϕA)

(
1− 21

g2AB

γ2
− 8

Ω2
A

γ2

)
, (8.3.11)

S1(ϕB) ≈
5g3ABΩA

2γ4
cos(ϕB) +

3g2ABΩ
2
A

πγ4
cos(2ϕB) . (8.3.12)

In this regime of equal gain and damping rates there is no cos(ϕA) and cos(ϕAB)

contribution since both m
(1)
A and m

(1)
AB vanish. This is a consequence of the (drive-spin
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and spin-spin) interference blockades that persist for arbitrary drive and coupling

strengths: no 1:1 phase locking of spin A to the drive and no 1:1 phase locking between

spins A and B. However, the synchronization measure S1(ϕB) in Eq. (8.3.12) features

cos(ϕB). Hence, there is an effective first-order ∝ ΩA 1:1 phase locking of the undriven

spin-1 oscillator to the drive. This 1:1 phase locking is surprising, since spin A does

not distinguish between the phase of the drive and its polar opposite as well as spin B

does not distinguish between in and out of phase locking to spin A. We refer to this

as synchronization through the interference blockade. It is mediated by a third-order

∝ g3AB spin-spin interaction as we will explain in more detail below. The second term

in Eq. (8.3.12) denotes 2:1 phase locking of spin B.

In the synchronization regime where both ΩA and gAB are small compared to γ,

the single-maximum 1:1 phase locking of the undriven spin B to the drive is a small

fourth-order effect. However, there is neither 1:1 phase locking of oscillator A to the

drive nor between oscillators A and B at any order in ΩA and gAB. Both the phase

distribution of oscillator A and the distribution of the relative phase of oscillators A

and B do not allow to distinguish between the phase angle of the drive and its polar

opposite. For any ΩA and gAB, only the phase distribution of oscillator B uniquely

reflects the phase of the drive.

This behavior can be traced back to the destructive interference of various coherences

that build up. In short, even if spin A does not show 1:1 phase locking to the drive,

the phase of the drive is nevertheless imprinted in the coherences of the full density

matrix. Therefore, spin B can exhibit 1:1 phase locking. The contributions of the

coherences to the first moment of the synchronization measure of spin A cancel but

not for spin B.

For a detailed explanation, we note that the choice of equal gain and damping

rates introduces a symmetry: the master equation defined in Eq. (8.2.1) with the

Hamiltonian Eq. (8.3.1) is invariant under the transformation that effectively exchanges

the states |j⟩ ↔ |−j⟩,

S±
j → ZS±

j Z† = S∓
j , S

z
j → ZSz

jZ† = −Sz
j , (8.3.13)

where

Z = exp(iπ(Sx
A + Sx

B)), S
x
j = (S+

j + S−
j )/2 . (8.3.14)

We find L(ZρZ†) = ZL(ρ)Z†, which implies ρss = ZρssZ†. Using the invariance of

the steady state under the symmetry transformation defined in Eq. (8.3.13), it follows

that ⟨S+
A ⟩ = ⟨S−

A ⟩ and ⟨S+
AS

−
B ⟩ = ⟨S−

AS
+
B ⟩, hence m

(1)
A ∝ ⟨S+

A ⟩ and m
(1)
AB ∝ ⟨S+

AS
−
B ⟩

are real. Since the master equation Eq. (8.2.1) only consists of real parameters and

ρ(0) is real, even orders ρ(2n) of the perturbation expansion of the steady state are

real and odd orders ρ(2n+1) are purely imaginary, see Eq. (8.3.9). At least up to a

combined fourth order in ΩA and gAB, both m
(1)
A and m

(1)
AB only depend on ρ(2n+1),

so they must be purely imaginary. Taking into account the symmetry arguments from

above, they must vanish in the interference blockade: the individual coherences do
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Figure 8.2: Synchronization measures S1 and S2, see Eqs. (8.2.3) and (8.2.14), for γjd = γjd = γ,
ΩA/γ = 0.1, and gAB/γ = 0.15. (b) Combined synchronization measure S2(ϕA, ϕB). (a),(d)
Single synchronization measures S1(ϕA) and S1(ϕB) as marginals of (b). (c) Combined
synchronization measure S2(ϕAB). Both S2(ϕAB) and S1(ϕA) exhibit two maxima, whereas
S1(ϕB) of the undriven spin in panel (a) is characterized by only one maximum.

not vanish but they interfere destructively, ⟨|1⟩⟨0| ⊗ 1⟩ = −⟨|0⟩⟨−1| ⊗ 1⟩, implying

⟨S+
A ⟩ = 0.

Spin A can be intuitively interpreted as an effective drive acting on spin B mediated

by the spin-spin coupling. Because of the additional coupling, m
(1)
B depends on ρ(2n),

and is therefore real. Thus, the above arguments that explain the interference blockade

of spin A do not apply, and spin B is able to synchronize to the external drive. For

m
(1)
B , only the terms of order gABΩA interfere destructively but terms of order g3ABΩA

survive which we discuss in more detail in Sec. 8.3.2.

In Fig. 8.2, we plot the individual synchronization measures S1(ϕA) and S1(ϕB)

as well as the combined measures S2(ϕA, ϕB) and S2(ϕAB = ϕA − ϕB), that are

defined in Sec. 8.2, evaluated for the numerically exact steady state of Eq. (8.2.1). As

expected from Eqs. (8.3.10) to (8.3.12), both S1(ϕA) and S2(ϕAB) show two maxima,

see Figs. 8.2(c) and 8.2(d). These two distributions imply that spin A locks with two

preferred phases to the drive and spin B locks with two preferred phases to spin A.

Therefore, one could naively conclude that spin B also exhibits two maxima in its phase

distribution. However, this is not true in general. Figure 8.2(b) shows that the maxima

of the combined quantum synchronization measure lie at (ϕA, ϕB) ∈ {(0, 0), (π, 0)},
leading to the single maximum of S1(ϕB), see Fig. 8.2(a).

In Fig. 8.3, we show moments that reflect the synchronization behavior, see

Eqs. (8.2.15) and (8.2.16), for various drive and coupling strengths. As predicted by

Eqs. (8.3.10) to (8.3.12), S1(ϕB) exhibits a first moment, see Fig. 8.3(c). In contrast,

the first moment vanishes for S1(ϕA) and S2(ϕAB), see Figs. 8.3(a) and 8.3(b). All
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Figure 8.3: Synchronization in detail. (a)–(f) First (n = 1) and second (n = 2) moments
indicating one and two maxima in the corresponding synchronization measures. The white
curves are contour lines of the moments at 5×10−4. (g) Ratio of the second and first moment

of spin B. The black curve indicates |m(2)
B /m

(1)
B | = 1 and the gray dashed lines denote the

corresponding theoretical prediction ΩA = 5πgAB/6 based on Eq. (8.3.12). (h) Maximum
change of state populations, see Eq. (8.3.15).

synchronization measures show a two-maxima contribution, see Figs. 8.3(d) to 8.3(f).

In Fig. 8.3(g), we plot the ratio of the second and first moment of the undriven

spin B indicating that S1(ϕB) exhibits predominantly two maxima if ΩA ≫ gAB

and one maximum if ΩA ≪ gAB. In Fig. 8.3(h), we show the maximum change in

populations between the numerically obtained density matrix ρss and a reference state

ρ = ρ(0) = |0, 0⟩⟨0, 0| [Koppenhöfer and Roulet (2019)]

pmax(ρ) = max
n

∣∣ρssn,n − ρn,n
∣∣ . (8.3.15)

It can be used to identify the regime of synchronization in which the limit-cycle state

is only weakly perturbed, i.e., pmax ≲ 0.1, which we find to be gAB,ΩA ≲ 0.1γ. In this

region, the fourth-order approximation agrees with the numerical results presented in

Figs. 8.3(a) to 8.3(g). Moreover, entanglement measures are small below gAB/γ ≲ 0.1,

see Sec. 8.5. The relation between quantum synchronization and entanglement has been

studied for, e.g., spins [Roulet and Bruder (2018b), Chepelianskii and Shepelyansky

(2024)] and harmonic oscillators [Mari et al. (2013), Lee et al. (2014), Garg et al.

(2023)].

Note that if the gain and damping rates are chosen such that only one of either a

drive-spin or a spin-spin interference blockade exists, this blockade does not persist

up to large drive and coupling strengths: the drive-spin blockade is lifted by the

spin-spin interaction and vice versa. Since in these cases m
(1)
A and m

(1)
AB are not zero,

it is not surprising that also m
(1)
B is not zero. Only when imposing both blockades

simultaneously by equal gain and damping rates for all spins, as described in this
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section, the blockades persist.

8.3.2 Outside the Interference Blockade

In the previous section, synchronization is blockaded perfectly. We now discuss the

behavior of the two-spin system for inverted gain and damping rates γAg = γBd = γg

and γAd = γBg = γd close to the blockade. Here, both m
(1)
A and m

(1)
AB do not vanish.

Considering the drive that acts on spin A as a small perturbation leads to the following

leading-order contributions in ΩA/γ,

m
(1)
A =i

3ΩA

16

γg − γd
γgγd

(
1− 4g2AB

(γ2g + 4γgγd + γ2d)

γ2gγ
2
d

+O
(
g4AB

γ4d

))
, (8.3.16)

m
(1)
B =

3ΩAgAB

8γgγd

(
(γd − γg)

2

γgγd
+O

(
g4AB

γ4d

)

+ g2AB

320γ3gγ
3
d + 23(γ4gγ

2
d + γ2gγ

4
d)− 32(γ6g + γ6d)− 106(γ5gγd + γgγ

5
d)

3γ3gγ
3
d(2γg + γd)(γg + 2γd)

)
.

(8.3.17)

The first moment of the combined synchronization measure,

m
(1)
AB =

i9πgAB(

from |0,1⟩⟨1,0|︷ ︸︸ ︷
2(γd − γg)g

2
ABγgγd+

from |−1,0⟩⟨0,−1|︷ ︸︸ ︷
2(γd − γg)g

2
ABγgγd)/256

32g6AB + γ3gγ
3
d + 4g4AB(2γ

2
g + 7γgγd + 2γ2d) + g2ABγgγd(4γ

2
g + 5γgγd + 4γ2d)

×
(4g2AB + γgγd)(

from |0,0⟩⟨1,−1|︷ ︸︸ ︷
(g2AB + γ2g )γd−

from |−1,1⟩⟨0,0|︷ ︸︸ ︷
(g2AB + γ2d)γg)

32g6AB + γ3gγ
3
d + 4g4AB(2γ

2
g + 7γgγd + 2γ2d) + g2ABγgγd(4γ

2
g + 5γgγd + 4γ2d)

=
i9πgAB(γd − γg)(4g

4
AB + g2ABγgγd − γ2gγ

2
d)/256

32g6AB + γ3gγ
3
d + 4g4AB(2γ

2
g + 7γgγd + 2γ2d) + g2ABγgγd(4γ

2
g + 5γgγd + 4γ2d)

,

(8.3.18)

is approximately constant in ΩA/γ. The known interference blockades for m
(1)
A , m

(1)
AB,

and the leading order of m
(1)
B arise for γg = γd, see [Roulet and Bruder (2018a), Roulet

and Bruder (2018b)] and Sec. 8.3.1. Note that the absolute values of the first moments

m
(1)
A , m

(1)
B , and m

(1)
AB are invariant under the exchange of the gain and damping

rates. The contributions of the coherences |i, j⟩⟨k, l| to m(1)
AB are highlighted in the

first line of Eq. (8.3.18). Terms originating from both |0, 1⟩⟨1, 0| and |−1, 0⟩⟨0,−1|
vanish individually, whereas terms proportional to |0, 0⟩⟨1,−1| and |−1, 1⟩⟨0, 0| cancel
in this interference blockade. For m

(1)
B , the coherences |0,−1⟩⟨0, 0| and |0, 0⟩⟨0, 1|

cancel with the coherences |−1, 0⟩⟨−1, 1| and |1,−1⟩⟨1, 0|. Note that contributions to

m
(1)
B of order g3ABΩA and higher do not vanish for equal gain and damping rates, see

Sec. 8.3.1. There, additional coherences |1, 0⟩⟨1, 1| and |−1,−1⟩⟨−1, 0| appear. The

remaining terms of m
(1)
B in the interference blockade can be interpreted as first-order
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Figure 8.4: Synchronization of two spins 1 for inverted rates γAg = γBd = γg and γAd = γBg =
γd. (a), (b) First moments of the individual and combined synchronization measures for
ΩA/(γg+γd) = 10−3 and gAB/(γg+γd) = 0.05, 0.5 (from top to bottom). The inset highlights
the region close to the interference blockade γg = γd. (c), (d) Ratio of the first moments of
spin A and B. The gray line corresponds to Eq. (8.3.19). (e), (f) Maximum change of state
populations, see Eq. (8.3.15).

synchronization ∝ ΩA of the undriven spin B to the drive that acts on spin A mediated

by a third-order spin-spin interaction ∝ g3AB.

We show m
(1)
A , m

(1)
B , and m

(1)
AB in Fig. 8.4. Whenever γg ≠ γd, the symmetry

defined by Eq. (8.3.13) is broken and the interference blockades disappear such that

1:1 drive-spin and spin-spin phase locking exist. Nevertheless, there is a regime in

which |m(1)
A | < |m(1)

B |, see Fig. 8.4(d). Its width can be estimated by expanding the

ratio of the first moments of spin A and spin B to first order in γg/γd − 1. This

expansion can be used to approximatively solve |m(1)
A /m

(1)
B | = 1 by

γg
γd

= 1± 20g3AB

3γ3d
+O(g5AB/γ

5
d) ≈ 1± 160g3AB

3(γg + γd)3
. (8.3.19)

The region in which the undriven spin B exhibits a stronger 1:1 phase locking to the

drive than the driven spin A has an approximate width ∝ g3AB/γ
3
d in terms of the

ratio of gain and damping rates γg/γd.

In addition to the interference blockade, i.e., vanishing m
(1)
A and m

(1)
AB , between spin

A and its drive as well as between both spins we find another synchronization blockade

that is induced by the coupling. This new and additional blockade appears at zeros of

m
(1)
AB and m

(1)
A for values of γg/γd depending on gAB. The solution of m

(1)
AB = 0 for

gAB, γg ≪ γd can be obtained analytically,

γg
γd

=
1

2
(1 +

√
17)

g2AB

γ2d
≈ 1

2
(1 +

√
17)

g2AB

(γg + γd)2
. (8.3.20)
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Figure 8.5: Synchronization measures S2 and S3, for γ
j
g = γjd = γ and gAB = gBC = 0.12γ. (b),

(c) Combined measures S3 for three coupled spin-1 oscillators, see Eqs. (8.2.12) and (8.2.13).
(a), (d), (e) Combined measures S2 for pairs of two spins 1, see Eq. (8.2.14). Even if both
S2(ϕAB) and S2(ϕBC) exhibit two maxima, S2(ϕCA) only shows one maximum.

The approximate solution of m
(1)
A = 0 is obtained for (a) small γg ≪ γd and for (b)

both small gAB, γg ≪ γd,

gAB

γg + γd

(a)
≈ 1.323 , (8.3.21)

γg
γd

(b)
≈ 2√

1 +
√
10

gAB

γg + γd
, (8.3.22)

see Fig. 8.4(c). In the interference blockade γg = γd = γ, contributions to m
(1)
AB

originating from both |0, 1⟩⟨1, 0| and |−1, 0⟩⟨0,−1| vanish individually up to first order

in ΩA/γ, whereas terms proportional to |0, 0⟩⟨1,−1| and |−1, 1⟩⟨0, 0| cancel. In the

coupling-induced blockade, these coherences cancel collectively.

The coupling-induced blockades occur for rather large coupling strengths for which

the steady state of the system deviates significantly from ρ(0). In the regime gAB ≳
γg+γd one obtains pmax(ρ

(∞)) ≲ 0.1, i.e., the steady state is close to ρ(∞), see Fig. 8.4.

8.4 Three Undriven Spins

We now consider a chain of three undriven coupled spin-1 oscillators labeled A, B,

and C,

H =
gAB

2
S+
AS

−
B +

gBC

2
S+
BS

−
C +H.c. , (8.4.1)
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Figure 8.6: Synchronization in detail. (a)–(f) First (n = 1) and second (n = 2) moments
indicating one and two maxima in the corresponding synchronization measures. The white

curves are contour lines of the moments at 5× 10−4. (g) Ratio |m(2)
CA/m

(1)
CA| < 1 of the second

and first moment of the combined measure S2(ϕCA) of spins A and C. (h) Maximum change
of a state populations, see Eq. (8.3.15).

where gAB (gBC) is the coupling strength between spins A and B (B and C). Similar

to Sec. 8.3.1, all gain and damping rates are set equal to γjg = γjd = γ. In Fig. 8.5,

we show both synchronization measures S3(ϕAB, ϕBC) and S3(ϕAB, ϕCA) evaluated

for the numerically exact steady state of Eq. (8.2.1) for three spins. These measures

are defined in Eqs. (8.2.12) and (8.2.13). Moreover, we present the synchronization

measures S2 between all three pairs of spins as marginals. As expected, S2(ϕAB)

and S2(ϕBC) of both pairs of coupled spins exhibit two maxima due to the quantum

interference synchronization blockade, see Figs. 8.5(a) and 8.5(d). However, similar to

the single-maximum locking of the undriven spin B in Fig. 8.2(a), the synchronization

measure between the spins A and C that are not directly coupled exhibits a single

maximum in the phase difference ϕCA, see Fig. 8.5(e). This contradicts the naive

expectation that if S2(ϕAB) and S2(ϕBC) exhibit two maxima, S2(ϕCA) will also exhibit

two maxima. In fact, the synchronization measures S3(ϕAB, ϕBC) and S3(ϕAB, ϕCA)

exhibit maxima at (ϕAB, ϕBC , ϕCA) ∈ {(0, 0, 0), (π, π, 0)} revealing the true locking

behavior: the phases of neighboring spins are either aligned or anti-aligned.

In analogy to Fig. 8.3, we display relevant moments of the three-spin system in

Fig. 8.6. Figures 8.6(a) and 8.6(b) show vanishing 1:1 phase locking between directly

coupled spins. In contrast, Fig. 8.6(c) shows 1:1 phase locking between the spins A

and C that are not directly coupled. Similar to what was found for the undriven

spin B discussed in Sec. 8.3, the quantum synchronization measure between the

uncoupled spins A and C exhibits both non-vanishing first and second moments. All

synchronization measures exhibit a two-maxima contribution, see Figs. 8.6(d) to 8.6(f).

Interestingly, in contrast to the setup of two spin-1 oscillators, Fig. 8.6(g) shows that

the first moment always dominates, i.e., |m(2)
CA| < |m(1)

CA|. For gAB, gBC ≲ 0.1γ, the
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maximum change of state populations pmax ≲ 0.1 is small, see Fig. 8.6(h).

8.5 Entanglement Measures

In this final section of this chapter, we look at entanglement measures for both cases

described in Secs. 8.3 and 8.4: (i) two coherently coupled spin-1 oscillators, one of

which is driven, and (ii) a chain of three coherently coupled spin-1 oscillators. We

compute correlations

C
(n)
ij =

COV
(n)
ij√

COV
(n)
ii COV

(n)
jj

, (8.5.1)

COV
(n)
ij = ⟨(S−

i S
+
j )

n⟩ − ⟨S−n
i ⟩⟨S+n

j ⟩ , (8.5.2)

and entanglement measures

Iij = S(ρi) + S(ρj)− S(ρij) , (8.5.3)

Nj(ρ) =
||ρTj ||1 − 1

2
=
∑

k

|λk| − λk
2

, (8.5.4)

where Iij is the quantum mutual information, S(ρ) is the von Neumann entropy, and

Nj is the negativity. The eigenvalues of ρTj are denoted by λk, where Tj indicates

the partial transpose that only acts on subsystem j. Note that in a two-partite

system, ρTA and ρTB = (ρTA)T have the same eigenvalues and therefore NA = NB.

For quantum systems of dimensions larger than 2 × 3, a necessary condition of

separability is zero negativity [Peres (1996), Horodecki et al. (1996)]. Therefore,

Nj > 0 implies entanglement. For mixed states, both entanglement and classical

correlations contribute to the quantum mutual information Iij .

We want to highlight the following features of correlations between both spins in the

two-spin setup. In Figs. 8.7(b) and 8.7(c), both IAB and NA exhibit a local maximum

between 0.1γ < gAB < γ and below the gray dashed line that indicates the theoretical

prediction ΩA = 5πgAB/6 of |m(2)
B /m

(1)
B | = 1. In this region, the first moment m

(1)
B

of the synchronization measure of spin B is larger than the second moment m
(2)
B ,

indicating 1:1 phase locking, and pmax(ρ
(0)) exhibits a strong change, see Figs. 8.3(g)

and 8.3(h). Therefore, the phase locking through the blockades corresponds to stronger

correlations between the spins. Comparing all three panels Figs. 8.7(a) to 8.7(c), in

this system, the mutual information IAB appears to be a combination of correlations,

e.g., C
(2)
AB, and entanglement.

In Figs. 8.7(d) to 8.7(l), we present the correlations, quantum mutual information,

and negativity between pairs of spin-1 oscillators in the three-spin case. We define Nij

as the negativity of spin i evaluated for the reduced density matrix of the subsystem

of spin i and j. The correlations, mutual information, and negativity of subsystem

AB (BC) exhibit similar qualitative features, e.g., a local maximum of Iij and Nij
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Figure 8.7: Correlation measures for two spins 1 (a)–(c) and three spins 1 (d)–(l). (a)

Correlations C
(2)
AB related to Figs. 8.3(d) to 8.3(f), see Eq. (8.5.2). (b) Quantum mutual

information of spin A and B defined in Eq. (8.5.3). (c) Negativity of spin A, see Eq. (8.5.4).

The gray dashed line denotes the theoretical prediction ΩA = 5πgAB/6 of |m(2)
B /m

(1)
B | = 1,

see Fig. 8.3. (d)–(f) Correlations related to Figs. 8.6(d) to 8.6(f). (g)–(i) Quantum mutual
information of pairs of spins. (j)–(l) Negativity Nij of spin i evaluated for the reduced density
matrix of the subsystem of spin i and j. The black curves are contour lines at 0.01. All
measures are evaluated for the steady state of the Lindblad master equation.

between 0.1γ < gAB (gBC) < γ, like in the two-spin case. The measures of subsystem

CA exhibit local maxima at 0.1γ < gAB, gBC < γ. Here, qualitatively, the measures

of the other two subsystems overlap.

8.6 Conclusion

In this chapter, we have analyzed setups of two and three coupled spin-1 oscillators

in the parameter regime of equal gain and damping rates. In the case of three spins

1, this choice of rates leads to (spin-spin) quantum interference blockades between

all coupled oscillators. In the case of two spins, a drive acting on spin A results in a

second type of a (drive-spin) quantum interference blockade. Both blockades persist

for arbitrarily large drive and coupling strengths.

In the two-spin setup, the blockades manifest themselves in the form of vanishing

first moments of (i) the quantum synchronization measure of spin A as well as of

(ii) the combined synchronization measure of both spins. Spin A synchronizes with

equal probability in and out of phase with the drive with a magnitude proportional to

the square of the drive strength ΩA. Similarly, spin B locks in and out of phase to

spin A with a magnitude proportional to the square of the coupling strength g. The

naive expectation that spin B will therefore also lock with two preferred phases to the

drive fails in general: the undriven spin B exhibits a 1:1 phase locking to the drive
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through both blockades without lifting them. The magnitude of this 1:1 phase locking

is proportional to g3ABΩA corresponding to a first-order locking to the drive mediated

by a third-order spin-spin interaction. Remarkably, the driven spin A exhibits no 1:1

phase locking. If the parameters are chosen such that only one of either a drive-spin or

a spin-spin interference blockade exists, this blockade does not persist up to large drive

and coupling strengths. The drive-spin blockade is lifted by the spin-spin interaction

and vice versa. Only when imposing both blockades simultaneously by equal gain

and damping rates for all spins, the blockades persist. The quantum synchronization

effect described here is not observed for two quantum van der Pol oscillators since

these oscillators do not exhibit the drive-spin blockade. Thus, the blockade between

the oscillators is lifted by the drive, see Sec. 9.3. In the next chapter, we will study

quantum synchronization between two quantum van der Pol oscillators, one of which

is driven.

In a three-spin chain, the combined quantum synchronization measures of both

pairs of directly coupled spins exhibit two maxima. However, similar to the two-spin

case discussed in the previous paragraph, we observe a 1:1 phase locking behavior

between the two not directly coupled spins A and C. Analogously, this locking exists

without lifting the quantum interference blockades in the other two subsystems AB

and BC.

Quantum synchronization thus provides a rich set of interesting features. Even for

systems whose building blocks are the simplest possible quantum limit-cycle oscillators,

unexpected properties arise like the locking of two not directly coupled spins mediated

by an intermediate spin that is itself not locked. An intriguing question for the future

is the study of the competition of single-maximum (indirect coupling) and two-maxima

locking (direct coupling) in geometrically frustrated configurations of spin-1 oscillators.

Another future research topic is to study quantum synchronization in a chain of three

identical quantum van der Pol oscillators. Since in this case two blockades between

both pairs of coupled oscillators exist, a similar effect of synchronization through the

blockades might be observed.

The results and figures of this chapter have been published in parts in [Kehrer et al.

(2024b)].
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Chapter 9

Quantum Synchronization of

Nonreciprocally Coupled Quantum

van der Pol Oscillators

This chapter is based on the results published in:

T. Kehrer and C. Bruder,

Quantum synchronization blockade induced by nonreciprocal coupling,

Physical Review A 112, 012223 (2025)

9.1 Motivation

In 1687, Newton’s laws of motion have been published. The third law reads:

“Lex III: Actioni contrariam semper & æqualem esse reactionem: sive corporum

duorum actiones in se mutuo semper esse æquales & in partes dirigi.” [Newton (1687)]

(latin for “Law III: To every Action there is always opposed an equal Reaction: or

the mutual actions of two bodies upon each other are always equal, and directed to

contrary parts.” [Newton (1729)]).

In this sentence, so-called reciprocal interactions are described. In contrast, interac-

tions between two agents A and B are called nonreciprocal if the response of A to an

action of B differs from the response of B to an action of A. Nonreciprocal interactions

can only appear in nonequilibrium systems [Ivlev et al. (2015)]. In particular, in

active matter, i.e., systems composed of active agents [Ramaswamy (2010), Schweitzer

(2019)], nonreciprocal interactions have been intensively studied in classical models.

Prime examples of such active states are the so-called traveling-wave states. In nonre-

ciprocal models like the Lotka-Volterra predator-prey model [Lotka (1920), Volterra

(1926), Bacaër (2011)] these states are associated to two different agents, one of which

(predator) is hunting the other (prey). More recently, phase transitions [Fruchart

et al. (2021)] and frustration [Hanai (2024)] in systems of nonreciprocal oscillators
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<latexit sha1_base64="b/fFsP9IU7IxulqwUA6U5ln8ggo=">AAAECnichVPLbtNAFL2pefTBIy3LsrCIkFhFdoWAZaGlYoNUJNJWaktkO1Mziu0xM5NWqZU/6CewpR/ArmLLT/AvLDhz4yBBmmas8b1z5t4z9zETl5k0Ngh+NRa8W7fv3F1cWl65d//Bw+bq2p5RA52ITqIypQ/iyIhMFqJjpc3EQalFlMeZ2I/7W25//1RoI1Xx0Q5LcZxHaSFPZBJZQN1m86jUqrTKTz9tdKvXb0bdZitoBzz8aSWslRbVY1etNr7QEfVIUUIDyklQQRZ6RhEZfIcUUkAlsGOqgGlokvcFjWgZvgNYCVhEQPv4p1gd1miBteM07J3glAxTw9Onp5g7zBjD2p0qoBvI35jnjKUzT6iY2UU4hIzBuMSM74Fb+gyLeZ55bTmJZb6ny8rSCb3ibCTiKxlxeSZ/ebaxo4H1ecent2yZgiPm9SkqUEB2EIGr8oTB54x7kBFLwSxFzRiBT0O66rt4ZmdXIochdlyXzA09qnCGQTaKa3+Tnalvg6tNjy2d7Tg6QWfc15zr6eKu+D6NWE5qrKFVjI7PmeUn8V3nKed6Cr6P054Oda8i/P8NTCt7G+3wRTv88Ly1+bh+H4u0Tk/oGd7AS9qkd7SLriXo4Ff6Rpfehffdu/J+jE0XGrXPI/pneD//ALal0sc=</latexit>

/ g2
AB

<latexit sha1_base64="CXdKq81nfyl0aiXjyKOUKekbv5E=">AAAEBnichVPLbtNAFD2pebTl1cISFhERUtlEdlUBy/IUG6QgkbZSWyLbmaaj+MWMUxSs7PkEtvAB7BBbfoN/YcGZGwcJQpqxxvfOmXvPfcxMVCTalr7/s7HiXbh46fLq2vqVq9eu39jYvLln85GJVTfOk9wcRKFVic5Ut9Rlog4Ko8I0StR+NHzq9vfPlLE6z96U40Idp+Eg0yc6DktCbzu97a2j4lT3qsdPJvd7Gy2/7ctozitBrbRQj06+2XiHI/SRI8YIKRQylNQThLD8DhHAR0HsGBUxQ03LvsIE6/Qd0UrRIiQ65H/A1WGNZlw7TiveMaMknIaeTdzjfCGMEa1dVEXdUv7i/CDYYGGESphdhmPKiIxrwviKeIlTWizzTGvLWS7LPV1VJU7wSKrRzK8QxNUZ/+F5xh1DbCg7TTwXywE5IlmfsQMZZZcZuC7PGJpScZ8yFKmEJasZQ/IZStd9l8/i6grWMOaOOyV7zhlVjGFZTS69P8/O1rfB9aYvls52mp3CeznXVPrp8q7kPk1EznpsqFWCTuMs8tP8/uepl3oquY/zng6d8FUE/76BeWVvux08aAevd1q7d+r3sYrbuIstvoGH2MVLdHhqMZk/4TO+eB+9r9437/vUdKVR+9zCX8P78RsIzdE6</latexit>

P2(�AB)<latexit sha1_base64="VAiwliq0K7UAH2EczBQJpnjDc3E=">AAAEC3ichVPNbtNAEJ7UQP/4SeDYHiyiSpwiGyHgWIm24oLUSk1bqakq29maVWyv2d20ClYegUfoFR6AG+Lah+BdOPTbiYMEIc1a65n9duabn92Ny0waGwS/GkvevfsPlldW19YfPnr8pNl6emTUUCeim6hM6ZM4MiKThehaaTNxUmoR5XEmjuPBO7d/fCm0kao4tKNSnOVRWsgLmUQW0Hmz1Su1Kq3ye1ZmfVGl4/NmO+gEPPxZJayVNtVjX7Uan6hHfVKU0JByElSQhZ5RRAbfKYUUUAnsjCpgGprkfUFjWoPvEFYCFhHQAf4pVqc1WmDtOA17J4iSYWp4+rSFuceMMaxdVAHdQP7G/MxYOjdCxcwuwxFkDMZVZvwA3NJHWCzyzGvLaS6LPV1Vli7oLVcjkV/JiKsz+cOzgx0NbMA7Pu2yZQqOmNeX6EAB2UUGrstTBp8r7kNGLAWzFDVjBD4N6brv8plfXYkaRthxp2TuOKMKMQyqUdz7u+xMfRtcb/ps6Wwn2Qm64nPNuZ8u74rv05jltMcaWsXoJM48P4nvf55yoafg+zjr6VD3KsJ/38CscvSyE77uhAev2tub9ftYoQ16Ti/wBt7QNr2nfZxagvjX9JW+eV+8794P7+fEdKlR+zyjv4Z3cwts6dPN</latexit>/ g̃

<latexit sha1_base64="Q1k1SGBqx8BtiD+DWDMH/fHM+Qk=">AAAEEHichVPNbtNAEJ7UQH/4S0HiAoeICIlTZFcIOJYWEBekIpG2UtNGtjN1V/Ffd51WwfVL8Ahc4QG4Ia68Ae/CgW8nDhKENGutZ/bbmW9+djfIY2UK1/3ZWHKuXL22vLK6dv3GzVu3m+t3dk020iF3wyzO9H7gG45Vyt1CFTHv55r9JIh5Lxhu2/29M9ZGZen7YpzzYeJHqTpWoV8A6jfvRUdl1S9fbFU95qOyp1QvP1FVv9l2O66M1qzi1Uqb6rGTrTdOqUcDyiikESXElFIBPSafDL4D8silHNghlcA0NCX7TBWtwXcEK4aFD3SIf4TVQY2mWFtOI94hosSYGp4teoT5WhgDWNuoDN1A/sL8IFg0N0IpzDbDMWQAxlVhfAu8oBNYLPJMastpLos9bVUFHdNzqUYhv1wQW2f4h+cldjSwoey06JVYRuAIZH2GDqSQXWRguzxlaEnFA0hfJAtLWjP64NOQtvs2n/nV5ahhjB17SuaSMyoRw6CaTHp/mZ2pb4PtzUAsre0kO6ZzOddE+mnzLuU+VSKnPdbQSkEnceb5KXz/81QLPVnu46ynRe2r8P59A7PK7kbHe9rx3j1pbz6o38cK3aeH9Bhv4Blt0hvawamFdEGf6DN9cT46X51vzveJ6VKj9rlLfw3nx29LW9Xw</latexit>

gABei�

<latexit sha1_base64="h/BQNY22nx6+V2nFwkEMUPenJg8=">AAAEAXichVPLbhMxFD3p8GjLq4UlLCIiJFbRDELAshIPsUEqEmmL2grNTNzByrywnaIwyopPYAsfwA6x5Uv4FxYc30yQIKTxyHOvj+8992E7qXNtXRj+7KwF585fuLi+sXnp8pWr17a2r+/ZamxSNUirvDIHSWxVrks1cNrl6qA2Ki6SXO0no8d+f/9UGaur8pWb1Oq4iLNSn+g0doReHzmdD1WTTd9s9cJ+KKO7qESt0kM7dqvtzjscYYgKKcYooFDCUc8Rw/I7RIQQNbFjNMQMNS37ClNs0ndMK0WLmOiI/4yrwxYtufacVrxTRsk5DT27uMP5TBgTWvuoirql/MX5QbBsaYRGmH2GE8qEjBvC+IK4w1tarPIsWst5Lqs9fVUOJ3gk1WjmVwvi60z/8DzhjiE2kp0unoplRo5E1qfsQEk5YAa+y3OGrlQ8pIxFKmEpW8aYfIbSd9/ns7y6mjVMuONPyZ5xRg1jWFZTSe/PsrPtbfC9GYqlt51lp/BezrWQfvq8G7lPU5HzHhtqjaCzOMv8NL//eeqVnkru46KnR/2riP59A4vK3r1+9KAfvbzf27nVvo913MRt3OUbeIgdPMcuTy0l7yd8xpfgY/A1+BZ8n5mudVqfG/hrBD9+AyJD0Cw=</latexit>

g̃

<latexit sha1_base64="tMRBg3TB/rZF5uoX4PVZoJI43rI=">AAAEAHichVPNThsxEJ6wpeW3DfRYDlEjJE7RLkK0Ryqg6qWCSg1EAoS8G7NY2b/aG1BY5cIjcG0foLeqV96Ed+HA58mmUgkhXnln/Hnmmx/bfhYpk7vuXWXKeTH98tXM7Nz8wuLrN9Wl5QOTdnUgm0EapbrlCyMjlchmrvJItjItRexH8tDvbNv9wwupjUqT73kvkyexCBN1pgKRA2od78UyFKefTqt1t+HyqI0qXqnUqRz76VLlBx1Tm1IKqEsxSUoohx6RIIPviDxyKQN2QgUwDU3xvqQ+zcG3CysJCwG0g3+I1VGJJlhbTsPeAaJEmBqeNVrF/MyMPqxtVAndQN5jXjEWjo1QMLPNsAfpg3GWGb8Cz+kcFpM849JymMtkT1tVTmf0katRyC9jxNYZ/OPZwY4G1uGdGu2yZQgOn9cX6EAC2UQGtstDhhpX3IYULCWzJCWjAJ+GtN23+YyvLkMNPezYUzLPnFGBGAbVpNz75+xMeRtsb9psaW0H2Um65HONuZ8274LvU5/lsMcaWsHoIM44P4XvKU810VPyfRz1tGgfr8J7/AZGlYP1hrfZ8L5t1LdWyvcxQ+/oPa3hDXygLfpC+zg1e/dv6Cf9cq6d384f5+/AdKpS+ryl/4Zz+wC3q886</latexit>

⌦A

<latexit sha1_base64="Xeu6w1GZKQ5+hygCoSZ3MuDGAZc=">AAAEAnichVPLThsxFL1hWsqj0ECXZRE1QuoqmkFV2yVVoWJTCaQGEI8iz8QMVuZVe0IVRtn1E7qFD2CH2PIj/AsLjm8mlSCEeOS518f3nvuw7WeRMrnr3lYmnBcvJ19NTc/Mvp6bf1NdWNw2aUcHshmkUap3fWFkpBLZzFUeyd1MSxH7kdzx29/s/s6p1Ealyc+8m8nDWISJOlaByAHtHYQijsWv8OjrUbXuNlwetWHFK5U6lWMzXaj8pgNqUUoBdSgmSQnl0CMSZPDtk0cuZcAOqQCmoSnel9SjGfh2YCVhIYC28Q+x2i/RBGvLadg7QJQIU8OzRsuY35nRh7WNKqEbyDvMM8bCkREKZrYZdiF9ME4z4w/gOZ3AYpxnXFoOchnvaavK6Zi+cDUK+WWM2DqD/zxr2NHA2rxTo3W2DMHh8/oUHUggm8jAdnnAUOOKW5CCpWSWpGQU4NOQtvs2n9HVZaihix17SuaZMyoQw6CalHv/nJ0pb4PtTYstrW0/O0l/+Fxj7qfNu+D71GM56LGGVjDajzPKT+F7ylON9ZR8H4c9LdrDq/Aev4FhZXul4X1qeFsf66tL5fuYonf0nj7gDXymVdqgTZxagJj/6JwunL/OpXPlXPdNJyqlz1t6MJybeyvm0C0=</latexit>

�g
A

<latexit sha1_base64="vogvwfXZNY4VCkdrZhPwDERWHwg=">AAAEAnichVPLThsxFL1haAv0wWtJFxFRpa6imQpBl1Q8xAaJSgRQgSLPxAxW5lV7Agqj7PgEtvAB7BDb/kj/hQXHNxOkNg3xyHOvj+8992HbzyJlctf9Uxlzxl+9fjMxOfX23fsP0zOzc3smbetANoI0SvWBL4yMVCIbucojeZBpKWI/kvt+a83u759LbVSa7OadTB7HIkzUqQpEDujHUSjiWPxsnnw7mam5dZdHdVDxSqVG5dhJZyu/6IialFJAbYpJUkI59IgEGXyH5JFLGbBjKoBpaIr3JXVpCr5tWElYCKAt/EOsDks0wdpyGvYOECXC1PCs0ifMTWb0YW2jSugG8hHzkrFwaISCmW2GHUgfjJPMuA08pzNYjPKMS8t+LqM9bVU5ndJXrkYhv4wRW2fwzLOOHQ2sxTtV2mDLEBw+r8/RgQSygQxsl/sMVa64CSlYSmZJSkYBPg1pu2/zGV5dhho62LGnZF44owIxDKpJufcv2ZnyNtjeNNnS2vayk3TB5xpzP23eBd+nLst+jzW0gtFenGF+Ct//PNVIT8n3cdDTol28Cu/fNzCo7H2pe8t17/tSbfVj+T4maIEW6TPewAqt0hbt4NQCxLymG7p1rpw759556JmOVUqfefprOL+fACEh0Co=</latexit>

�d
A

<latexit sha1_base64="CjWDYO3HovX5fEc4U4l9HSBrrtM=">AAAEAnichVPLThsxFL1haAv0wWtJFxFRpa6imQpBl6g8xAaJSgRQgSLPxAxW5lV7Agqj7PgEtvAB7BDb/kj/hQXHNxOkNg3xyHOvj+8992HbzyJlctf9Uxlzxl+9fjMxOfX23fsP0zOzc3smbetANoI0SvWBL4yMVCIbucojeZBpKWI/kvt+a83u759LbVSa7OadTB7HIkzUqQpEDujHUSjiWPxsnnw7mam5dZdHdVDxSqVG5dhJZyu/6IialFJAbYpJUkI59IgEGXyH5JFLGbBjKoBpaIr3JXVpCr5tWElYCKAt/EOsDks0wdpyGvYOECXC1PCs0ifMTWb0YW2jSugG8hHzkrFwaISCmW2GHUgfjJPMuA08pzNYjPKMS8t+LqM9bVU5ndJXrkYhv4wRW2fwzLOOHQ2sxTtV2mDLEBw+r8/RgQSygQxsl/sMVa64CSlYSmZJSkYBPg1pu2/zGV5dhho62LGnZF44owIxDKpJufcv2ZnyNtjeNNnS2vayk3TB5xpzP23eBd+nLst+jzW0gtFenGF+Ct//PNVIT8n3cdDTol28Cu/fNzCo7H2pe8t17/tSbfVj+T4maIEW6TPewAqt0hbt4NQCxLymG7p1rpw759556JmOVUqfefprOL+fACS20Cs=</latexit>

�d
B

<latexit sha1_base64="upZ+zbehf0aysyDzxWTXVq07zyM=">AAAEAnichVPLThsxFL1hWsqj0ECXZRE1QuoqmkFV2yVqoWJTCaQGEI8iz8QMVuZVe0IVRtn1E7qFD2CH2PIj/AsLjm8mlSCEeOS518f3nvuw7WeRMrnr3lYmnBcvJ19NTc/Mvp6bf1NdWNw2aUcHshmkUap3fWFkpBLZzFUeyd1MSxH7kdzx29/s/s6p1Ealyc+8m8nDWISJOlaByAHtHYQijsWv8OjrUbXuNlwetWHFK5U6lWMzXaj8pgNqUUoBdSgmSQnl0CMSZPDtk0cuZcAOqQCmoSnel9SjGfh2YCVhIYC28Q+x2i/RBGvLadg7QJQIU8OzRsuY35nRh7WNKqEbyDvMM8bCkREKZrYZdiF9ME4z4w/gOZ3AYpxnXFoOchnvaavK6Zi+cDUK+WWM2DqD/zxr2NHA2rxTo3W2DMHh8/oUHUggm8jAdnnAUOOKW5CCpWSWpGQU4NOQtvs2n9HVZaihix17SuaZMyoQw6CalHv/nJ0pb4PtTYstrW0/O0l/+Fxj7qfNu+D71GM56LGGVjDajzPKT+F7ylON9ZR8H4c9LdrDq/Aev4FhZXul4X1qeFsf66tL5fuYonf0nj7gDXymVdqgTZxagJj/6JwunL/OpXPlXPdNJyqlz1t6MJybey970C4=</latexit>

�g
B

<latexit sha1_base64="T/mIl5NqqLibKWxFE2Y1xptqkSQ=">AAAEA3ichVPLbtNAFD2pgT54tWUJi4gIiQ3BrlBhg1SJh9ggFYm0lZIK2c40HcUvZpxWwcqST2ALH8AOseVD+BcWnLlxkCCkGWt875y599zHzERFom3p+z8bK96ly1dW19Y3rl67fuPm5tb2gc1HJladOE9ycxSFViU6U51Sl4k6KowK0yhRh9Hwmds/PFPG6jx7W44LdZyGg0yf6DgsCXV7xal++qBX6Ic77zZbftuX0ZxXglppoR77+VbjPXroI0eMEVIoZCipJwhh+XURwEdB7BgVMUNNy77CBBv0HdFK0SIkOuR/wFW3RjOuHacV75hREk5Dzybucb4UxojWLqqibil/cX4QbLAwQiXMLsMxZUTGdWF8TbzEKS2Weaa15SyX5Z6uqhIneCLVaOZXCOLqjP/wPOeOITaUnSZeiOWAHJGsz9iBjLLDDFyXZwxNqbhPGYpUwpLVjCH5DKXrvstncXUFaxhzx52SveCMKsawrCaX3l9kZ+vb4HrTF0tnO81O4VzONZV+urwruU8TkbMeG2qVoNM4i/w0v/956qWeSu7jvKdDJ3wVwb9vYF452GkHu+3gzaPW3p36fazhNu7iPt/AY+zhFfZ5ai72J3zGF++j99X75n2fmq40ap9b+Gt4P34DyU3QEA==</latexit>

� = �⇡/2

<latexit sha1_base64="Ymmu329xef7lNXi44hriOTPlR74=">AAAEAHichVPNThsxEJ6wpeW3DfTYS9SAxCnaRYj2SAVUvVSA1EAkQMi7MYuV/au9AYVVLjwC1/YBeqt65U14Fw58nmwqtSHEK++MP89882PbzyJlcte9r0w5L6ZfvpqZnZtfWHz9prq0fGjSrg5kM0ijVLd8YWSkEtnMVR7JVqaliP1IHvmdbbt/dCm1UWnyLe9l8jQWYaLOVSByQK2TvViG4uzTWbXuNlwetVHFK5U6lWM/Xap8pxNqU0oBdSkmSQnl0CMSZPAdk0cuZcBOqQCmoSnel9SnOfh2YSVhIYB28A+xOi7RBGvLadg7QJQIU8OzRquYn5nRh7WNKqEbyAfMa8bCsREKZrYZ9iB9MM4y41fgOV3AYpJnXFoOc5nsaavK6Zw+cjUK+WWM2DqDvzw72NHAOrxTo122DMHh8/oSHUggm8jAdnnIUOOK25CCpWSWpGQU4NOQtvs2n/HVZaihhx17SuaZMyoQw6CalHv/nJ0pb4PtTZstre0gO0lXfK4x99PmXfB96rMc9lhDKxgdxBnnp/A95akmekq+j6OeFu3jVXj/v4FR5XC94W02vION+tZK+T5m6B29pzW8gQ+0RV9oH6dm7/4t/aCfzo3zy/nt/BmYTlVKn7f0z3DuHgG6E89C</latexit>

⌦A
<latexit sha1_base64="ZdMZzcfgJ25QtWL+dO6dGFkfdfA=">AAAEAXichVPLbtNAFD2pebTl1ZYlm4iAxCqyEQKWhQJig9RKpC0qpbKdqTuKX8w4RcHKik9gCx/ADrHlS/gXFj1z4yBBSDPW+N45c++5j5mJylTbyvd/tZa8CxcvXV5eWb1y9dr1G2vrG7u2GJpY9eIiLcx+FFqV6lz1Kl2lar80KsyiVO1Fgy23v3eqjNVF/roaleowC5NcH+s4rAi9Sd7V46P6ydPx0VrH7/oy2rNK0CgdNGO7WG+9x1v0USDGEBkUclTUU4Sw/A4QwEdJ7BA1MUNNy77CGKv0HdJK0SIkOuA/4eqgQXOuHacV75hRUk5Dzzbucr4QxojWLqqibil/c34ULJkboRZml+GIMiLjijC+Il7hhBaLPLPGcprLYk9XVYVjPJZqNPMrBXF1xn94nnHHEBvIThvPxTIhRyTrU3Ygp+wxA9flKUNbKu5ThiKVsOQNY0g+Q+m67/KZX13JGkbccadkzzmjmjEsqymk9+fZ2eY2uN70xdLZTrJT+CDnmkk/Xd613KexyGmPDbVa0EmceX6a3/889UJPJfdx1tOh7lUE/76BWWX3fjd42A12HnQ27zTvYxm3cBv3+AYeYRMvsc1Ti8n7GV/w1fvkffO+ez8mpkutxucm/hrezzNjQs/+</latexit>gAB

<latexit sha1_base64="SDREdBnEgRiSN7wDf0yaJGVM34o=">AAAEAXichVPLbhMxFD3p8GjLq4Ulm4iAxCqaQQhYVuIhNkhFIm1RW6GZiTtYmRe2UxRGWfEJbOED2CG2fAn/woLjmwkShDQeee718b3nPmwnda6tC8OfnbXg3PkLF9c3Ni9dvnL12tb29T1bjU2qBmmVV+Ygia3KdakGTrtcHdRGxUWSq/1k9Njv758qY3VVvnKTWh0XcVbqE53GjtDrI6fzoWqy6ZutXtgPZXQXlahVemjHbrXdeYcjDFEhxRgFFEo46jliWH6HiBCiJnaMhpihpmVfYYpN+o5ppWgREx3xn3F12KIl157TinfKKDmnoWcXdzifCWNCax9VUbeUvzg/CJYtjdAIs89wQpmQcUMYXxB3eEuLVZ5FaznPZbWnr8rhBI+kGs38akF8nekfnifcMcRGstPFU7HMyJHI+pQdKCkHzMB3ec7QlYqHlLFIJSxlyxiTz1D67vt8lldXs4YJd/wp2TPOqGEMy2oq6f1Zdra9Db43Q7H0trPsFN7LuRbST593I/dpKnLeY0OtEXQWZ5mf5vc/T73SU8l9XPT0qH8V0b9vYFHZu9ePHvSjl/d7O7fb97GOm7iFu3wDD7GD59jlqaXk/YTP+BJ8DL4G34LvM9O1TutzA3+N4MdvJKvQNA==</latexit>

g̃

<latexit sha1_base64="xx6v6RNKlG71DYLhdAi+4cpH30o=">AAAEA3ichVPLbtNAFD2pgT54tIUlLCIiJFaRjRDtBqk8xQapSKStlFaV7UzTUfxixikKVpZ8Alv4AHZVt3wI/8KCMzcOEoQ0Y43vnTP3nvuYmahItC19/2djybty9dryyura9Rs3b61vbN7es/nQxKoT50luDqLQqkRnqlPqMlEHhVFhGiVqPxq8cPv7Z8pYnWfvy1GhjtKwn+kTHYcloe5hcaqPq2fPx0/9442W3/ZlNGeVoFZaqMduvtn4gEP0kCPGECkUMpTUE4Sw/LoI4KMgdoSKmKGmZV9hjDX6DmmlaBESHfDf56pboxnXjtOKd8woCaehZxMPOF8LY0RrF1VRt5S/OD8J1p8boRJml+GIMiLjqjC+JV7ilBaLPNPacprLYk9XVYkTbEs1mvkVgrg64z88L7ljiA1kp4lXYtknRyTrM3Ygo+wwA9flKUNTKu5RhiKVsGQ1Y0g+Q+m67/KZX13BGkbccadkLzmjijEsq8ml95fZ2fo2uN70xNLZTrJT+Cjnmko/Xd6V3KexyGmPDbVK0EmceX6a3/889UJPJfdx1tOhY76K4N83MKvsPWoHT9rBu8etnXv1+1jBXdzHQ76BLezgDXZ5ai72F3zFN++z99079y4mpkuN2ucO/hrej9/JQdBX</latexit>

�AB = 0

<latexit sha1_base64="NtsU0zPVJMZ42PGcBtLsQvRTBCk=">AAAEDHichVPLbtNAFD2pgT54pWUJi4gIiVWwKwRskFpeYoNUJNJWaqrIdqbpKH7V47QEK7/AJ7CFD2CH2PYf+i8sOHPjIEFIM9b43jlz77mPmQmySJvCdS9qS86Vq9eWV1bXrt+4eet2fX1j16TDPFTtMI3SfD/wjYp0otqFLiK1n+XKj4NI7QWDl3Z/71TlRqfJh2KUqcPY7yf6SId+Qahb3+hkx7pbbr8YP+9kcSfTjza79abbcmU0ZhWvUpqoxk66XjtBBz2kCDFEDIUEBfUIPgy/A3hwkRE7REksp6ZlX2GMNfoOaaVo4RMd8N/n6qBCE64tpxHvkFEizpyeDTzgfCOMAa1tVEXdUP7i/CRYf26EUphthiPKgIyrwviOeIFjWizyjCvLaS6LPW1VBY7wTKrRzC8TxNYZ/uF5xZ2c2EB2Gngtln1yBLI+ZQcSyjYzsF2eMjSk4h6lL1IJS1Ix+uTLKW33bT7zq8tYw4g79pTMJWdUMoZhNan0/jI7U90G25ueWFrbSXYKZ3KusfTT5l3KfRqLnPY4p1YKOokzz0/z+5+nXuip5D7Oelp0zFfh/fsGZpXdzZb3pOW9f9zcule9jxXcxX085Bt4ii28xQ5PLcRHfMFXfHM+O9+dH87PielSrfK5g7+Gc/4bG/zTbQ==</latexit>
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Figure 9.1: Schematic overview of two coherently and dissipatively coupled, driven oscillators
A and B. (a) Each oscillator is subject to single-phonon gain and two-phonon loss. The
coherent coupling gABe

iϕ is denoted by a solid double arrow and the dissipative coupling g̃
by a wavy double arrow. An external drive ΩA represented by a solid arrow is applied to
A. The solid (dashed) arc visualizes (bistable) locking between the oscillators. The insets
are qualitative plots of the combined synchronization measure P2, an effective probability
distribution of the relative phase ϕAB. (b) Schematic regions labeled by the steady-state
values of ϕAB at which P2 exhibits a maximum. Each corner/arrow head corresponds to
the regime in which this parameter is large compared to the others. Dashed lines indicate
approximate transitions.

have been investigated. First steps toward nonreciprocity in quantum systems have

been taken, e.g., in non-Hermitian quantum mechanics [Hatano and Nelson (1996)],

cascaded networks [Roth and Hammerer (2016), Lorenzo et al. (2022)], and topological

networks [Wanjura et al. (2020), Wächtler and Platero (2023)]. Lately, investiga-

tions of the effects of nonreciprocal interactions on quantum synchronization have

started [Nadolny et al. (2025a)].

In this chapter, we consider systems of two coupled quantum limit-cycle oscillators

and study the interplay of three competing quantum synchronization mechanisms:

phase locking, antiphase locking, and bistable locking. These three effects are induced

by an external coherent drive that acts on one of the two quantum oscillators as

well as by a coherent and dissipative coupling that yield an effective nonreciprocal

interaction between the oscillators. The two couplings can be tuned such that the

nonreciprocal interaction even becomes unidirectional [Metelmann and Clerk (2015)].

A schematic overview of the phase-locking regimes is presented in Fig. 9.1. To quantify

quantum synchronization, we employ a common measure. We show that the effective

interaction leads to synchronization blockades. One blockade occurs between the

undriven oscillator and the external drive in the unidirectional case when oscillator A

does not influence oscillator B. The second blockade occurs between both oscillators

when the effective interaction is close to being unidirectional. A mean-field analysis

reproduces this behavior. To understand this blockade in the quantum case, we make

use of the quantum synchronization measure evaluated for a perturbation expansion

of the steady state.

This chapter is structured as follows. In Sec. 9.2, we introduce the Lindblad master

equation which describes the gain and damping processes that stabilize the quantum
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limit cycles and define suitable quantum synchronization measures. We start our

analysis by considering two coherently coupled oscillators, one of which is driven

externally, in Sec. 9.3. Then, we introduce a dissipative coupling and study its effect

both in the absence and in the presence of the external drive in Sec. 9.4. After studying

frequency synchronization in Sec. 9.5 we simulate quantum trajectories in Sec. 9.6. In

Sec. 9.7, we analyze the blockades induced by the nonreciprocal interactions. In the

last section, Sec. 9.8, we compare the phase diagram of our quantum model to the

ones of classical analogues that are defined by the corresponding mean-field equations.

9.2 Model and Quantum Synchronization Measure

We consider two limit-cycle oscillators A and B, stabilized by single-phonon gain at

rate γjg and two-phonon damping at rate γjd [Lee and Sadeghpour (2013)],

d

dt
ρ = ρ̇ = L(ρ) = −i[H, ρ] + L̃(ρ) , (9.2.1)

L̃(ρ) =
γAg
2
D[a†](ρ) +

γBg
2
D[b†](ρ) +

γAd
2
D[a2](ρ) +

γBd
2
D[b2](ρ) . (9.2.2)

The operators a(†) = a
(†)
A and b(†) = a

(†)
B denote the annihilation (creation) operators of

system A and B. The Hamiltonian H will be defined in the individual sections below

and contains coherent drive and coupling terms. Later, we will introduce an additional

dissipative coupling between both oscillators to create an effective unidirectional

coupling. A schematic overview of the system is given in Fig. 9.1.

To study quantum synchronization phenomena in this model, we have to choose

an appropriate quantitative measure of synchronization. In previous works, several

measures have been defined [Ludwig and Marquardt (2013), Ameri et al. (2015), Hush

et al. (2015), Weiss et al. (2016), Roulet and Bruder (2018a), Jaseem et al. (2020a)]. In

the present study, we will follow [Hush et al. (2015), Weiss et al. (2016)] and consider

effective probability distributions of phases of quantum oscillators. These distributions

are based on the phase states [Barak and Ben-Aryeh (2005)], see also Eq. (7.1.6),

|ϕ⟩ = 1√
2π

∞∑

n=0

einϕ |n⟩ . (9.2.3)

For a single oscillator, the measure P1 is given by

P1(ϕ) = ⟨ϕ| ρ |ϕ⟩ − 1

2π
=

1

2π

∞∑

n,m=0

ei(m−n)ϕρn,m − 1

2π

=
1

2π

∞∑

k=1

∞∑

n=0

(eikϕρn,n+k + e−ikϕρn+k,n) , (9.2.4)

where ρn,m = ⟨n| ρ |m⟩. The sum over n in the last line of Eq. (9.2.4) covers all matrix

elements that lie on the kth off-diagonal. The contribution for m − n = 0 reduces
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to Tr[ρ]/2π = 1/2π and cancels the second term in the first row of Eq. (9.2.4). The

remaining matrix elements ρn+k,n = Tr
[
ãkρ
]
and ρn,n+k = Tr

[
ã†kρ

]
in Eq. (9.2.4) are

identified as expectation values of an operator ã,

ã =
∞∑

n=0

|n⟩⟨n+ 1| , ãk =
∞∑

n=0

|n⟩⟨n+ k| , (9.2.5)

which is related to the Susskind-Glogower operator [Susskind and Glogower (1964)].

Therefore, this synchronization measure can be rewritten in a compact form,

P1(ϕ) = Tr[p(ϕ)ρ]− 1

2π
= ⟨p(ϕ)⟩ − 1

2π
=

1

2π

∞∑

k=1

e−ikϕ⟨ãk⟩+H.c. , (9.2.6)

where

p(ϕ) =
1

2π
1+

1

2π

∞∑

k=1

(e−ikϕãk +H.c.) (9.2.7)

is similar to Eqs. (8.2.7) and (8.2.8). The moments of P1,

m(n) =

2π∫

0

dϕP1(ϕ)e
inϕ = ⟨ãn⟩ , (9.2.8)

that are linked to the discrete Fourier transformation of the phase distribution, are

expectation values of powers of ã. In Ch. 8, we have seen that moments are very

useful for classifying different types of phase locking since they quantify the weight of

the n-maxima term in the phase distribution. Therefore, they can be used to identify

switches between e.g., phase locking and bistable phase locking.

In the following paragraphs, we want to gain a better understanding of the operator

ã. As an introductory example, let us study the expectation value of ã for an oscillator

in a coherent state |α⟩,

⟨α| ãk |α⟩ = e−|α|2
∞∑

n,m,j=0

α∗nαm

√
n!m!

⟨n|j⟩ ⟨j + k|m⟩ = e−|α|2
∞∑

n=0

α∗nαn+k

√
n!(n+ k)!

= αk e−|α|2
∞∑

n=0

|α|2n
n!
√
(n+ 1) . . . (n+ k)

. (9.2.9)

Without the square root in the denominator, the series in Eq. (9.2.9) would equal the

exponential function of |α|2. The expression for coherent states close to the origin,

i.e., in the limit |α| ≪ 1, follows directly from a Taylor expansion,

⟨α| ãk |α⟩
|α|≪1
≈ αk

√
k!
. (9.2.10)

In this limit, ã effectively becomes a phase operator that measures the phase of a
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coherent state. In contrast to S′ = ⟨a⟩/
√

⟨a†a⟩, see Eq. (7.1.5), the expectation value

⟨α| ãk |α⟩ vanishes for coherent states located at the origin that are considered to show

no form of quantum synchronization, i.e., no phase preference.

The limit of large |α| ≫ 1 is more subtle. From the inequality

e|α|
2 − 1

|α|2 =

∞∑

n=0

|α|2n
n!(n+ 1)

≤
∞∑

n=0

|α|2n
n!
√
n+ 1

≤
∞∑

n=0

|α|2n
n!

= e|α|
2
, (9.2.11)

one can naively guess that the expression in the center scales like ∝ e|α|
2
/|α|. For

large |α| ≫ 1, terms of small n become less relevant. Using Stirling’s approximation

of the Gamma function Γ(n+ 1) = n!, see Eq. (8.327.2) of [Gradshteyn and Ryzhik

(2015)],

Γ(n+ 1)
n≫1≈

√
2πn

(n
e

)n
, (9.2.12)

we see that

lim
n→∞

Γ
(
n+ k

2 + 1
)

Γ(n+ 1)
√
(n+ 1) . . . (n+ k)

= lim
n→∞

(
n+ k

2

)n+ k
2

nne
k
2n

k
2

= lim
n→∞

e
k
2

(
1 + k

2n

)n+ k
2

= 1 .

(9.2.13)

Therefore, the denominator in the last line of Eq. (9.2.9) can be replaced by Γ(n+

k/2 + 1),

⟨α| ãk |α⟩
|α|≫1
≈ αk e−|α|2

∞∑

n=0

|α|2n
Γ
(
n+ k

2 + 1
) =

(
α

|α|

)k

, (9.2.14)

where in the last step the index shift n → n − k/2 was used. Thus, for coherent

states, the absolute value of ⟨α| ãk |α⟩ is upper bounded by S′. In conclusion, ⟨α| ã |α⟩
measures the phase of coherent states. For large |α| ≫ 1, it is similar to S′ and for

small |α| ≪ 1 it vanishes linearly in α which is a more adequate behavior than S′.

Similar to Eq. (8.2.9), for a system containing N quantum oscillators, we consider

the following synchronization measure,

PN (ϕ⃗ ) =
〈
ϕ⃗
∣∣∣ ρ
∣∣∣ϕ⃗
〉
− 1

(2π)N
=

〈
N⊗

j=1

p(ϕj)

〉
− 1

(2π)N
, (9.2.15)

that is based on tensor products of phase states

∣∣∣ϕ⃗
〉
=

N⊗

j=1

|ϕj⟩ . (9.2.16)

In Eq. (9.2.15), this measure is rewritten as tensor products of p(ϕj) defined in

Eq. (9.2.7). Therefore, PN contains terms with various combinations of e−ikϕj ãkj and
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their Hermitian conjugates that act on the jth oscillator. Thus, the moments of the

phase distributions PN are given by expectation values of products of ã
(†)kj
j .

The phase distribution measure P2(ϕAB) of the relative phase ϕAB = ϕA − ϕB of

two oscillators reads

P2(ϕAB) =

2π∫

0

dϕB P2(ϕAB + ϕB, ϕB) =
1

2π

∞∑

k=1

e−ikϕAB ⟨(ãAã
†
B)

k⟩+H.c. , (9.2.17)

similar to Eq. (8.2.11). Due to the operator structure of PN mentioned above, we can

define the moments of these phase distributions for individual phases ϕj and relative

phases ϕij as

m
(n)
j = ⟨ãnj ⟩ , (9.2.18)

m
(n)
ij = ⟨(ãi ã

†
j)

n⟩ . (9.2.19)

9.3 Coherently Coupled Oscillators

In previous work [Lee and Sadeghpour (2013)], two distinct cases have been studied: (i)

a single driven limit-cycle oscillator and (ii) two coherently coupled identical limit-cycle

oscillators, i.e, with gain and damping rates γAg = γBg and γAd = γBd but γAg ̸= γAd .

The single oscillator locks to the phase of the external drive with a phase shift of

−π/2. Note that in the context of quantum synchronization the existence of a single

maximum of the synchronization measure at ϕ0 is referred to as ‘phase locking to ϕ0’,

i.e., this maximum does not need to be infinitely sharp. The two coherently coupled

oscillators were found to be in the quantum synchronization blockade and exhibit

bistable phase locking. These two cases are the harmonic-oscillator-like analogues of

[Roulet and Bruder (2018a), Roulet and Bruder (2018b)], see also Sec. 7.2.2.

Here, we first consider the combination of both cases, i.e., two coherently coupled

identical limit-cycle oscillators, one of which is driven externally. The spin-1 equivalent

is discussed in the previous chapter. In the majority of the following sections, all gain

and damping rates are set to be equal γAd = γBd = γAg = γBg = γ. For this choice, the

oscillators are in the blockade and neither in the classical limit γjd ≪ γjg nor in the

quantum limit γjd ≫ γjg . The system is described by Eq. (9.2.1) and the Hamiltonian

H =
ΩA

2
a† +

gAB

2
eiϕa†b+H.c. . (9.3.1)

In the original description of the synchronization behavior of identical quantum limit-

cycle oscillators [Lee and Sadeghpour (2013)], two separate locking mechanisms can

be identified. First, a driven oscillator A tends to align its phase to the one of the

external drive plus a shift of −π/2. In the limit where another coupled oscillator

B identifies the driven oscillator A as an effective drive, the relative phase between

both oscillators will be ϕAB = ϕA − ϕB = ϕ+ π/2. The parameter ϕ is the complex

phase of the coherent coupling between A and B, defined in Eq. (9.3.1). Second, the
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Figure 9.2: Probability distribution of the relative phase of two identical oscillators for
ϕ = −π/2 and g̃ = 0. (a) Fixed interaction strength gAB = 0.1γ. The dash-dotted black curve
denotes the maxima of P2. (b) P2(0) as a function of gAB . The dotted black curve denotes
the transition from two maxima to one maximum. In both panels (a) and (b), the color is
scaled linear in the interval [−10−4, 10−4] and logarithmic elsewhere. The dashed black curves

indicate where m
(2)
AB = 0 and the solid black curves indicate where |m(1)

AB| = |m(2)
AB|. (c)–(e)

First moments of the phase distributions P1(ϕA), P1(ϕB), and P1(ϕAB) showing lifting of
the blockade.

probability distribution of the relative phase for two coherently coupled undriven

oscillators will exhibit two maxima at different values ϕAB = ϕ, ϕ + π. Therefore,

these two locking mechanisms compete in the following sense: depending on the ratio

of drive strength and coupling strength, the combined synchronization measure either

exhibits one maximum or two maxima.

In Fig. 9.2, the transition from two maxima to one maximum of the combined

synchronization measure for ϕ = −π/2 is visualized. For small drive strengths, P2

exhibits two maxima at ϕAB = ±π/2 that merge into a single maximum at ϕAB = 0

for a sufficiently large drive strength. In Fig. 9.2(a) the dash-dotted black curve

highlights local maxima of P2, whereas in Fig. 9.2(b), the dotted curve indicates the

point of transition from two maxima to one maximum. The maxima merge at values

of ΩA between the dashed black line where m
(2)
AB = 0 and the solid black line that

indicates |m(1)
AB| = |m(2)

AB|. In Figs. 9.2(c) to 9.2(e), the non-vanishing first moments of

P1(ϕA), P1(ϕB), and P1(ϕAB) are shown. An analogue of the drive-spin blockade of

Ch. 8 does not exist for quantum van der Pol oscillators. Therefore, m
(1)
A is not zero

here. Moreover, the blockade between both oscillators m
(1)
AB = 0 only exists for small

drive strengths, i.e., it is lifted by the drive. The effect that single blockades are lifted

by another interaction has been mentioned in Sec. 8.3.1 for spin-1 oscillators.
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9.4 Coherently and Dissipatively Coupled Oscillators

We now add a dissipative coupling g̃D[a+ b](ρ) between the two oscillators to the

Lindblad master equation Eq. (9.2.1). This dissipative coupling can be realized by

introducing an auxiliary rapidly decaying cavity [Metelmann and Clerk (2015)], see

Sec. 2.3.2. The Lindblad master equation of the full three-oscillator model reads

ρ̇ =− i

[
ΩA

2
a† +

gAB

2
eiϕa†b+

g

2
(b†c+ c†a) + H.c., ρ

]
+
κ

2
D[c](ρ)

+
γAg
2
D[a†](ρ) +

γBg
2
D[b†](ρ) +

γAd
2
D[a2](ρ) +

γBd
2
D[b2](ρ) . (9.4.1)

Like in the previous section, the two quantum van der Pol oscillators that are denoted

by the annihilation operators a and b are coherently coupled with strength gAB and

phase ϕ. Their gain and damping rates are defined as γjg and γjd. Oscillator A is

driven by an external drive ΩA. Furthermore, both oscillators are coherently coupled

with strength g to a rapidly decaying cavity that is characterized by the operator c.

The decay rate κ of the cavity is significantly larger than any other timescale of the

system.

The Heisenberg equation of motion of the cavity operator c reads

d

dt
c = −i

g

2
(a+ b)− κ

4
c . (9.4.2)

For κ ≫ γjd, γ
j
g we can assume that the cavity reaches its steady state much faster

than oscillator A and B. Therefore, we replace c → −2i(a + b)g/κ obtained from

Eq. (9.4.2) with dc/dt = 0 in Eq. (9.4.1) leading to

g

2
(b†c+ c†a) + H.c.→ 0 , (9.4.3)

κ

2
D[c](ρ) → 2

g2

κ
D[a+ b](ρ) . (9.4.4)

In this limit, the system can be described effectively by two quantum van der Pol

oscillators interacting dissipatively. The resulting Heisenberg equations of motion are

d

dt
a = −i

ΩA

2
1− igABe

iϕ + g̃

2
b+

γAg − 2g̃

4
a− γAd

2
a†a2 , (9.4.5)

d

dt
b = − igABe

−iϕ + g̃

2
a+

γBg − 2g̃

4
b− γBd

2
b†b2 . (9.4.6)

A cumulant expansion to lowest order yields the mean-field equations

⟨ȧ⟩ = −i
ΩA

2
− igABe

iϕ + g̃

2
⟨b⟩+

γAg − 2g̃ − 2γAd |⟨a⟩|2
4

⟨a⟩ , (9.4.7)

⟨ḃ⟩ = − igABe
−iϕ + g̃

2
⟨a⟩+

γBg − 2g̃ − 2γBd |⟨b⟩|2
4

⟨b⟩ . (9.4.8)
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The coupling between A and B depends on the two possible directions

geffA⇀B = −igABe
−iϕ − g̃ , (9.4.9)

geffA↽B = −igABe
iϕ − g̃ , (9.4.10)

and becomes unidirectional for gAB = g̃ and ϕ = ±π/2. The influence of oscillator

B on A (A on B) vanishes for gAB = g̃ and ϕ = (−)π/2, i.e., the effective coupling

becomes unidirectional.

The equations of motion of the amplitude and phase of the oscillators are obtained

by using ⟨aj⟩ = rje
iϕj ,

ṙA =− ΩA

2
sin(ϕA) +

γAg − 2g̃

4
rA − γAd

2
r3A − rB

2
(gAB sin(ϕAB − ϕ) + g̃ cos(ϕAB)) ,

(9.4.11)

ṙB =
γBg − 2g̃

4
rB − γBd

2
r3B +

rA
2
(gAB sin(ϕAB − ϕ)− g̃ cos(ϕAB)) , (9.4.12)

as well as

ϕ̇A =− ΩA

2rA
cos(ϕA)−

rB
2rA

(gAB cos(ϕAB − ϕ)− g̃ sin(ϕAB)) , (9.4.13)

ϕ̇B =− rA
2rB

(gAB cos(ϕAB − ϕ) + g̃ sin(ϕAB)) (9.4.14)

The dynamics of the relative phase obey

ϕ̇AB =− ΩA

2rA
cos(ϕA) +

g̃

2

(
rA
rB

+
rB
rA

)
sin(ϕAB) +

gAB

2

(
rA
rB

− rB
rA

)
cos(ϕAB − ϕ) .

(9.4.15)

9.4.1 No External Drive

In [Walter et al. (2015)], it has been shown that two dissipatively coupled quantum

limit-cycle oscillators lock to a relative phase ϕAB = π. This synchronization behavior

is different to the one induced by a coherent coupling with complex phase ϕ = −π/2,
see Sec. 9.3. In Fig. 9.3(a), we present the combined synchronization measure for a

fixed coherent coupling strength, whereas in Fig. 9.3(b), we vary both the coherent and

dissipative coupling strengths to study the transition between both locking mechanisms

at ΩA = 0. For increasing gAB at fixed g̃, four consecutive changes occur that are

shown in Fig. 9.3(b): the effective coupling becomes unidirectional (solid gray line),

the second moment vanishes m
(2)
AB = 0 (dashed black curve), the two maxima of

the combined synchronization measure originally at ϕAB = ±π/2 turn into a single

maximum at ϕAB = π (dotted black curve), and the first and second moment become

equal |m(1)
AB| = |m(2)

AB| (solid black curve). Counterintuitively, the second moment

does not vanish when the effective coupling becomes unidirectional; this feature

will be studied in more detail in Sec. 9.7. For small gAB, we recognize that the
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Figure 9.3: Combined synchronization measure P2 for ϕ = −π/2 and ΩA = 0. (a) Fixed
interaction strength gAB = 0.3γ. The dash-dotted black curves denote the maxima of P2. (b)
P2(π) as a function of gAB . Here, the dotted curve denotes the transition from two maxima to
one maximum of P2. In both panels, the solid gray lines denote g̃ = gAB . The dashed black

curves indicate where m
(2)
AB = 0 and the solid black curves indicate where |m(1)

AB| = |m(2)
AB|.

The color is scaled linear in the interval [−10−4, 10−4] and logarithmic elsewhere.

boundary between one and two locking phases follows the scaling g̃ ∝ g2AB/γ. This

behavior is reproduced by the mean-field approximation presented in the following.

The perturbative solution of the steady-state radii

rj = r
(0)
j + ϵr

(1)
j =

√√√√ γjg

2γjd
+ ϵr

(1)
j , (9.4.16)

for ΩA = 0 reads

ϵr
(1)
A =− g̃

γAg
(r

(0)
A + r

(0)
B cos(ϕAB))−

gAB

γAg
r
(0)
B sin(ϕAB − ϕ) , (9.4.17)

ϵr
(1)
B =− g̃

γBg
(r

(0)
B + r

(0)
A cos(ϕAB)) +

gAB

γBg
r
(0)
A sin(ϕAB − ϕ) . (9.4.18)

For equal rates γAg = γBg = γAd = γBd = γ, this leads to

ϕ̇AB =g̃ sin(ϕAB)−
g2AB

γ
sin(2(ϕAB − ϕ)) . (9.4.19)

If g̃ ≫ g2AB/γ, a single stable solution ϕAB = π exists. If g̃ ≪ g2AB/γ, the system

experiences bistable locking to ϕAB = ϕ, ϕ+ π. For ϕ = ±π/2, there are two stable

solutions ϕAB = ± arccos
(
−g̃γ/2g2AB

)
if g̃ < 2g2AB/γ and there is a single stable

solution ϕAB = π if g̃ > 2g2AB/γ.

In the configuration of vanishing drive strength, the system exhibits several symme-

tries. First, a global U(1) symmetry, i.e., the invariance of the Liouvillian L under

the transformation aj → eiθaj . The interaction term a†b → e−iθa†eiθb = a†b as
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well as the Lindblad dissipators D[L] → D[eikθL] = |eikθ|D[L] = D[L] are indepen-

dently invariant under this transformation. Second, for ϕ = 0, π, the Liouvillian is

invariant under the transformation a → eiϕb, b → e−iϕa. Here, eiϕa†b + e−iϕab† →
eiϕe−iϕb†e−iϕa+ e−iϕeiϕa†eiϕb = eiϕa†b+ e−iϕab† as well as D[L] are invariant. Note

that a + b → eiϕ(a + e−2iϕb) = eiϕ(a + b) for ϕ = 0, π. Third, for ϕ = ±π/2, the
Liouvillian is real L = L∗ which implies that the steady state ρ0 = ρ∗0 is also real.

Following [Fruchart et al. (2021), Nadolny et al. (2025a)], this invariance can be

interpreted as a generalized PT symmetry. In our setup, this symmetry is defined

as the invariance under the consecutive transformations a↔ b and gAB → −gAB. In

other words, if the oscillators are exchanged, we arrive again at the same physics if

the sign of gAB is flipped too.

9.4.2 With External Drive

Here, we consider all three parameters ΩA, gAB , and g̃ to be nonzero. There are three

competing synchronization effects: First, as described in Sec. 9.3, the external drive

defines a preferred phase to which oscillator A locks with a phase shift of −π/2. If
the coherent coupling with complex phase ϕ is small compared to the drive, it leads

to a locking of oscillator B such that the relative phase results in ϕAB = ϕ + π/2.

Second, the coherent coupling itself leads to a bistable locking of the relative phase to

ϕAB = ϕ, ϕ+ π. Third, the dissipative coupling induces locking to ϕAB = π.

Two cuts through the three-dimensional phase diagram at ΩA = 0.2γ and ΩA = 0.5γ

are presented in Figs. 9.4(a) and 9.4(b). Three regions of the maxima ±ϕmax of P2

can be identified. First, the bottom left corner corresponds to a dominant drive

where the ratio between g̃ and gAB determines the relative phase ϕAB, i.e., 0 or π as

explained in the beginning of this section and visualized in Fig. 9.1. Second, in the

bottom right corner, in which the coherent coupling gAB dominates, the combined

synchronization measure experiences two maxima at ϕAB = ±π/2. Third, in the

top left corner, where the dissipative coupling dominates, the relative phase reaches

ϕAB = π. Figures 9.4(c) and 9.4(d) show the combined synchronization measure along

two line cuts in Fig. 9.4(b) where Fig. 9.4(c) corresponds to the dashed gray line and

Fig. 9.4(d) corresponds to the solid gray line. In Fig. 9.4(e) we present the line cut

shown in Fig. 9.4(d) as well as a fit of a model for ϕmax. This model is defined as the

maximum of Pm,

Pm(ϕAB) =

(
u1
gABΩ

2
A

γ3
− u3

g̃

γ

)
cos(ϕAB) +

u2g̃
2 − u4g

2
AB

γ2
cos(2ϕAB) , (9.4.20)

with ui > 0. The parameter u1 (u3) corresponds to a maximum at 0 (π) and the

parameter u2 (u4) corresponds to maxima at 0 and π (at ±π/2). The powers of the

parameters in Pm were obtained by a perturbation expansion of the steady state in

the parameters gAB, g̃, and ΩA with respect to the equal gain and damping rates

γjd = γjg = γ. For each of the two cosine terms in Eq. (9.4.20), we only consider

the leading order of each parameter up to a combined third order. Since in this
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Figure 9.4: Visualization of different regimes of phase locking. The maxima of the combined
synchronization measure P2 are located at ±ϕmax. (a) ΩA = 0.2γ. (b) ΩA = 0.5γ. The
dashed gray line indicates the line cut at gAB = 10−0.4γ shown in (c) and the solid gray line
indicates the line cut at g̃ = 0.01γ shown in (d). (c), (d) Combined synchronization measures
along line cuts highlighted in (b). The dash-dotted black curves highlight the maxima of P2.
The thin light blue curve corresponds to a fit of the maximum of Eq. (9.4.20) to data of (d).
(e) The thick blue curve corresponds to the line cut in (b) indicated by the solid gray line, i.e.,
the dash-dotted black curves in (d). The inset shows a zoom to the step-like change of ϕmax.

calculation we truncate the Fock space at a finite occupation number, the values of uj
cannot be obtained. To get a rough estimate of these values, we fit the maximum of

Pm to Fig. 9.4(e) at g̃/γ = 0.01. The fit (u1, u2, u3) ≈ (11, 6.0, 8.8)u4 shows a good

match with the numerical data for gAB ≪ γ. Note that this simple model is only

suitable for small g̃ and gAB . For large gAB/γ, the transition of ϕmax from 0 to π/2 is

captured qualitatively. The linear dependence g̃ ∝ gAB for which the second moment

in Eq. (9.4.20) vanishes, see the dashed black curve in Fig. 9.3(b), appears to be valid

even slightly above gAB = γ. Moreover, for ΩA = 0, the equality of the first and

second moment in Eq. (9.4.20) follows g̃ ∝ g2AB/γ for small parameter values up to

slightly above gAB = γ, see the solid black curve in Fig. 9.3(b). For g̃ = 0, the equality

of the first and second moment implies ΩA ∝ √
gAB for small parameter values up to

slightly below gAB = γ, see Fig. 9.2.
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9.5 Frequency Synchronization

Another perspective on these synchronization phenomena is provided by the study

of frequency synchronization. In contrast to before, where we studied the phase

synchronization of oscillators, we now compute their oscillation frequencies. The power

spectrum

Sij...(ω) = lim
t→∞

∞∫

−∞

dτ Cij...(t, τ)e
iωτ , (9.5.1)

is the Fourier transform of the two-time correlations

CAA(t, τ) = ⟨a†(t+ τ)a(t)⟩ , (9.5.2)

CBB(t, τ) = ⟨b†(t+ τ)b(t)⟩ , (9.5.3)

CABAB(t, τ) = ⟨b†(t+ τ)a(t+ τ)a†(t)b(t)⟩ , (9.5.4)

in the steady-state limit t→ ∞. To approximate SAA and SBB , we rewrite the Heisen-

berg equations of motion for ΩA = 0 of the τ -dependent operators as dv⃗/dτ =Mv⃗

where

M ≈ 1

4

(
γAg − 2g̃ − 4γAd nA 2(igABe

−iϕ − g̃)

2(igABe
iϕ − g̃) γBg − 2g̃ − 4γBd nB

)
, (9.5.5)

v⃗ = (⟨a†(t+ τ)a(t)⟩, ⟨b†(t+ τ)a(t)⟩) , (9.5.6)

and nj = ⟨a†j(t + τ)aj(t + τ)⟩. Here, we approximate ⟨a†2(t + τ)a(t + τ)a(t)⟩ ≈
2⟨a†(t+ τ)a(t+ τ)⟩⟨a†(t+ τ)a(t)⟩ using a cumulant expansion of second order and

the fact that in the limit t→ ∞, i.e., evaluating the expectation values in the steady

state, ⟨a(†)n(t+ τ)⟩ = ⟨a(†)n(t)⟩ = 0. For equal rates γjg = γjd = γ, the two eigenvalues

λ± of M read

λ± =
1

4
(γ(1− 2nA − 2nB)− 2g̃)± 1

2

√
g̃2 − g2AB + (nA − nB)2γ2 . (9.5.7)

For nA ≈ nB, we can approximate the imaginary part of λ± by

ω± = Im[λ±] ≈ ±
√
g2AB − g̃2/2 . (9.5.8)

The correlations CAA(t, τ) and CBB(t, τ) effectively measure the time evolution of

the phases of the individual oscillators A and B. The correlation CABAB(t, τ) is used

to obtain the time evolution of the relative phase between both oscillators. Fourier

transforms of these three correlations can be used to distinguish between static and

active steady states. In Figs. 9.5(a) to 9.5(f), we present SAA(ωA), SBB(ωB), and

SABAB(ωAB) for fixed g̃ = 0.01γ as a function of gAB. The dashed curves denote the

approximation ω± and the dotted curves in Figs. 9.5(e) and 9.5(f) denote 2ω±. For

ΩA = 0.5γ (bottom row), the individual spectra SAA and SBB exhibit an additional
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Figure 9.5: Power spectra defined in Eq. (9.5.1) for g̃ = 0.01γ as well as ΩA = 0 (top row) and
ΩA = 0.5γ (bottom row). (a)–(d) The white dashed curves correspond to ω± of Eq. (9.5.8).
(e), (f) The white dotted curves correspond to 2ω± and the arrow in (f) points at a local
maximum that is close to ω±. (g), (h) Location of maxima of SAA. The black dotted curve
in (g) equals the one in Fig. 9.3(b) and indicates the transition between a single maximum
and two maxima in P2.

local maximum at ωj = 0 (j = A,B) that fades out for gAB ≫ g̃. This maximum

corresponds to the possibility that the oscillators lock to the frequency of the drive.

In Fig. 9.5(f) a local maximum at ω± is visible (black arrow) which can be interpreted

as follows: one of the oscillators locks to the drive while the other one is oscillating at

frequency ω±. Similar situations will be discussed for classical oscillators in Sec. 9.8.1.

We show the location of the maxima of SAA in Figs. 9.5(g) and 9.5(h). The dotted

curve in Fig. 9.5(g) is identical to the one in Fig. 9.3(b) and indicates the transition

between a single maximum and two maxima in P2. Below this curve, the relative

phase between the oscillators locks to ϕAB ≈ ±π/2. This region of bistable phase

locking partially overlaps with the region of frequency locking to nonvanishing ωj

while the spectrum of the relative frequency has a dominating maximum at ωAB = 0.

This partial overlap may be related to the fact that quantum states lock their phase

and frequency only probabilistically: therefore, both effects can occur independently.

In classical systems, states that exhibit a vanishing relative frequency also exhibit

locking of their relative phase. States that feature both frequency locking to ωj ̸= 0

and a vanishing relative frequency ωAB = 0 simultaneously are known as traveling-

wave states. We will present exemplary time evolutions of such states and the phase

diagram of the mean-field equations of multiple such oscillators in Sec. 9.8. Moreover,

in Sec. 9.6, quantum trajectories of two coherently coupled and undriven oscillators

that exhibit antiphase locking and traveling waves are shown.

The relation between phase and frequency locking of traveling-wave states is also

analyzed in systems of nonreciprocally coupled groups of multiple spins 1/2 [Nadolny

et al. (2025a)].
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Figure 9.6: Quantum trajectories of two coherently coupled oscillators corresponding to
Fig. 9.3. We set ΩA = 0 and g̃ = 0.01γ. (a) Antiphase locking to ϕAB ≈ π for gAB = 0.1γ.
(b) Bistable phase locking to ϕAB ≈ ±π/2 for gAB = 2γ. In the upper row, the complex
phases are unwrapped: the difference between subsequent values never exceeds ±π due to
added shifts of ±2π.

9.6 Quantum Trajectories

In addition to the steady-state analysis of the density matrix presented in Fig. 9.3, we

simulate individual quantum trajectories. Following [Wiseman and Milburn (2009)],

the stochastic quantum master equation reads

dρm =− i[H, ρm]dt+ L̃(ρm)dt+ g̃D[a+ b](ρm)dt

+
√
g̃[(a+ b− Tr[(a+ b)ρm])ρm +H.c.]dW , (9.6.1)

where the first line describes the deterministic part with H = gABe
iϕa†b/2+H.c. and L̃

is defined in Eq. (9.2.2). In the second line, the stochastic part with Wiener increment

dW originates from the dissipative interaction g̃D[a+ b]. As described in Sec. 9.4, this

interaction is mediated by a lossy cavity. Monitoring the signal leaking out of this

cavity leads to insights about the expectation value ⟨a+ b⟩ that carries information

about the relative phase ϕAB. The density matrix ρm is the state conditioned on the

outcome of a measurement of ⟨a + b⟩. Numerically, we compute various operator

expectation values using ρm. For the case ΩA = 0, we study the first moments m
(1)
j of

the individual operators as well as the first moment of the combined synchronization

measure m
(2)
AB. Their complex argument effectively corresponds to ϕj and ϕAB and is

shown in Fig. 9.6 for g̃ = 0.01γ. For gAB = 0.1γ the relative phase locks to ϕAB ≈ π,

whereas for gAB = 2γ, bistable locking to ϕAB ≈ ±π/2 occurs. In Fig. 9.6(b), one can

furthermore identify the traveling-wave character, i.e., linearly increasing/decreasing

phases ϕj , as well as a correlation between the signs of ϕ̇j and ϕAB. The quantum

trajectories presented in Fig. 9.6 should be compared with the steady-state analysis

shown in Figs. 9.3(b) and 9.5(g).

The quantum trajectories of the three cases along the gray line at g̃ = 0.01γ in

Fig. 9.4(b) are presented in Fig. 9.7. The drive locks at least one of the oscillators

close to ϕj ≈ −π/2. Therefore, (from left to right in Fig. 9.7) (i) antiphase locking
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Figure 9.7: Quantum trajectories of two coherently coupled oscillators corresponding to
Fig. 9.4(b). We set ΩA = 0.5γ and g̃ = 0.01γ. (a) Antiphase locking to ϕAB ≈ π for
gAB = 0.01γ. (b) Phase locking to ϕAB ≈ 0 for gAB = 0.1γ. (c) Both phase locking to
ϕAB ≈ 0 and bistable phase locking to ϕAB ≈ ±π/2 for gAB = 2γ can be identified, depending

on which moment m
(n)
AB is studied.

to ϕAB ≈ π, (ii) phase locking to ϕAB ≈ 0, and (iii) bistable phase locking to

ϕAB ≈ ±π/2 are not that prominent. Moreover, in the regime of bistable phase

locking, see Fig. 9.7(c), due to the drive, the first moment m
(1)
AB does not vanish. Thus,

bistable locking can only be identified by analyzing the second moment m
(2)
AB. Here,

drive-induced phase locking and bistable locking coexist which we have already seen

in Fig. 9.5(f).

The bistable locking of the relative phase and the corresponding traveling-wave

states have two configurations: ϕAB ≈ ±π/2 corresponding to ϕ̇AB ≷ 0. Due to

quantum fluctuations, the oscillators can switch between these configurations. In

classical scenarios of two groups A and B [Fruchart et al. (2021)] as well as for two

groups of many spins 1/2 [Nadolny et al. (2025a)], the switching rate depends on

the number of agents in one group. For large numbers of agents, the switching is

suppressed leading to a so-called nonreciprocal phase transition. In the sense of a

finite-component phase transition [Hwang and Plenio (2016), Puebla et al. (2017),

Hwang et al. (2018)], we consider the radius of an oscillator to be analogous to the

number of agents in one group. The dependence of the number of switches on the

radius of identical oscillators γAg = γBg and γAd = γBd is presented in Fig. 9.8. Depending

on the overall noise strength that increases with both γAg and γAd , the number of

jumps between the two configurations can increase or decrease with the theoretical

radius
√
γAg /2γ

A
g and the measured radius ⟨a†a⟩: in Fig. 9.8, the red (purple) crosses

correspond to varying γAg /γ
A
d (γAd /γ

A
g ).
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Figure 9.8: Dependence of switching rate for identical oscillators γAg = γBg and γAd = γBd
without external drive ΩA = 0. (a), (c) Few switches for γAg = 0.1γAd . (b), (d) More switches

for γAg = 3γAd . (e), (f) Vary γAg for fixed g̃ = 0.1γAd and gAB = 2γAd (red) and vary γAd for

fixed g̃ = 0.1γAg and gAB = 2γAg (purple).

9.7 Blockades

If the first-order contribution to the synchronization measure of the relative phase

of two coupled oscillators vanishes and the second-order contribution remains, the

oscillators are in the so-called synchronization blockade. Here, since m
(1)
AB = 0, bistable

locking of their relative phase corresponding to m
(2)
AB (see the previous sections) is the

leading order. This bistable locking can be interpreted to be mediated by an effective

second-order interaction, see Eq. (9.4.19). Intuitively, information is carried back and

forth between both oscillators. Therefore, we would expect the second moment m
(2)
AB

to vanish when at least one of the effective couplings geffA⇀B or geffA↽B of Eqs. (9.4.9)

and (9.4.10) vanishes: at ϕ = ±π/2 and g̃ = gAB. However, this is not the case. In

Fig. 9.9(a), we show the second moment of the combined synchronization measure

P2. The two zeros of m
(2)
AB at ϕ = ±π/2 can be approximated by the dashed gray line

that denotes g̃ = gAB/
√
6. This approximation is based on Eq. (9.4.20), where the

powers were obtained by a perturbation expansion up to third order in gAB, g̃, and

ΩA. The prefactors were extracted from a fit of the maximum of Pm to numerical

data presented in Fig. 9.4(e).

In Fig. 9.9(b), we show the dependence of the zero of m
(2)
AB on the ratio γAg /γ

A
d .

Small values of this ratio correspond to the quantum limit, i.e., small radii of the

quantum limit cycle meaning small amplitudes of the oscillator. We expand the steady

state of identical oscillators with different gain and damping rates γAg = γBg and

γAd = γBd up to second order in g̃/γAd and gAB/γ
A
d . This leads to an approximation of

the value of g̃ at which the second moment of the combined synchronization measure
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Figure 9.9: Second moment of the combined synchronization measure P2 for gAB = 0.1γAd
and ΩA = 0. (a) Equal rates γAg = γBg = γAd = γBd = γ. (b) Identical oscillators with

different rates γAg = γBg and γAd = γBd and ϕ = −π/2. The dotted curve corresponds to the
approximation defined in Eq. (9.7.1). In both panels, the solid line denotes g̃ = gAB and the
dashed line denotes g̃ = gAB/

√
6. The latter expression is obtained from Eq. (9.4.20).

vanishes: for γAg ≪ γAd ,

g̃ ≈
√

3

5

(
1−

3γAg

40γAd
(12 + 5

√
3)

)
gAB . (9.7.1)

This approximation is shown in Fig. 9.9(b) as the dotted curve.

More insights into the quantum synchronization mechanisms of unidirectional

coupling are obtained by considering an external drive acting on oscillator A. In

Fig. 9.10, we show the first two moments of P2(ϕAB) and P1(ϕB). For ϕ = −π/2 and

g̃ = gAB, the effective coupling geffA⇀B from oscillator A to B is zero, see Eq. (9.4.9).

Therefore, naively, the influence of the drive on the undriven oscillator B vanishes.

The zero in Fig. 9.10(b) confirms this prediction. This effect can be understood since

the Heisenberg equation of motion for b is independent of a,

d

dt
b =

γBg − 2g̃

4
b− γBd

2
b†b2 , (9.7.2)

see Eq. (9.4.6). Analogously, Eq. (9.7.2) is invariant under the U(1) transformation

b→ eiθb such that oscillator B shows no phase preference. However, the relative phase

between A and B as well as the phase of A is locked. These effects can be understood

intuitively by imagining a quantum trajectory of these unidirectionally interacting

oscillators. Oscillator B evolves independently from A, but A is influenced by (the

random jumps of) B. Thus, the relative phase ϕAB is locked even if ϕB is not. In this

way, B can be interpreted as an additional noise source acting on A.

At fixed gAB, ϕ = −π/2, and ΩA ̸= 0, increasing g̃ leads to switches from locking

(ϕAB = 0) to bistable locking and back to locking (ϕAB = π), see Fig. 9.4(c). At some

value close to g̃ = 5gABΩ
2
A/4, indicated by the dashed line in Fig. 9.10(a), the relative

phase between both oscillators exhibits bistable locking even if both phases lock to

a single value individually. This approximation is obtained from Eq. (9.4.20). In
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Figure 9.10: Moments of the combined and individual synchronization measures P2(ϕAB) and
P1(ϕB) for equal rates, gAB = 0.1γ and ΩA = 0.2γ. The solid line denotes g̃ = gAB. The
dashed line in (a) corresponds to the approximation g̃ = 5gABΩ

2
A/4 and the one in (c) to

g̃ = gAB/
√
6. Both lines are obtained from Eq. (9.4.20).

comparison to Fig. 9.9(b), the minima of the second momentm
(2)
AB shown in Fig. 9.10(c)

lie at different values of g̃: in the presence of the external drive the symmetry between

ϕ = −π/2 and ϕ = π/2 is broken.

A perturbation expansion of the first and second moment of the synchronization

measure of the undriven oscillator B to leading order in gAB, g̃, and ΩA yields

m
(1)
B = u5

ig̃ − e−iϕgAB

γ2
ΩA , (9.7.3)

m
(2)
B = −(iu6g̃ + u7e

−iϕgAB)
ig̃ − e−iϕgAB

γ4
Ω2
A . (9.7.4)

Both equations suggest a zero at g̃ = gAB and ϕ = −π/2. Within this approximation,

the second zero in Fig. 9.10(d) can be explained by opposite signs of u6 and u7.

9.8 Classical Analogue

In this section, as a comparison to the phase diagram of the relative phase between

the two quantum oscillators shown in Fig. 9.4(b), we will discuss the phase diagrams

of the classical analogues of two and three quantum oscillators.

9.8.1 Two Oscillators

The phase diagrams of the relative phase between two quantum oscillators in the

mean-field limit are obtained from Eqs. (9.4.7) and (9.4.8). These equations have
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Figure 9.11: Two oscillators without external drive ΩA = 0 described by Eqs. (9.4.7) and (9.4.8).
(a) Phase diagram where each color denotes a different phase. The dashed black curve
corresponds to the approximate phase boundary between locking and bistable locking, see
Eq. (9.8.1). (b) Spectrum SAA(ωA) for g̃ = 0.7γAd (location of symbols in (a)). The dashed
white curve corresponds to ω± defined in Eq. (9.5.8). In the regime of modulated traveling-
wave states, i.e., the example presented in (d), several maxima exist. Panels (c) to (e) show
the time evolutions of one phase each corresponding to the symbol next to the panel label.
The values of gAB and g̃ equal the coordinates of the respective symbol in (a). (c) Phase
locking to ϕAB = π. (d) Modulated traveling-wave states: varying amplitudes and oscillating
relative phase around ϕAB ≈ ±π/2. (e) Traveling-wave states: constantly increasing phases
with fixed ϕAB ≈ ±π/2. A list of rules and thresholds for each class of steady states is given
in Sec. 9.8.3.

been studied in the context of exceptional points [Weis et al. (2023)]. The phase

diagram for ΩA = 0 is presented in Fig. 9.11(a). As in the previous sections, we

consider identical oscillators γAg = γBg and γAd = γBd as well as ϕ = −π/2. To avoid

vanishing linear gain that would lead to both oscillators collapsing to zero amplitude,

we fix γAg − 2g̃ = γAd . We identify the following regimes: (i) phase locking to ϕAB = π,

(ii) phase locking to ϕAB = 0, (iii) traveling-wave states with ϕAB ≈ ±π/2, and (iv)

modulated traveling-wave states. If gAB = 0 and g̃ > 0, both oscillators want to lock

to the other oscillator with ϕAB = π. For small gAB ̸= 0 we expect bistable locking

for g̃ smaller than 2g2AB/γ
A
g , see Eq. (9.4.19), resulting in the boundary

g̃ =
√
g2AB + (γAd /4)

2 − γAd
4
. (9.8.1)

This boundary corresponds to the dashed black curve in Fig. 9.11(a). The especially

interesting so-called (modulated) traveling-wave states are identified by bistable lock-

ing of their relative phase and monotonic growing phases of oscillation. Traveling

waves exhibit fixed amplitudes and modulated traveling waves exhibit varying am-

plitudes. Such active states have been studied in the context of nonreciprocal phase

transitions [Fruchart et al. (2021), Hanai (2024), Nadolny et al. (2025a)]. The spectra
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Figure 9.12: Two oscillators with external drive ΩA = 0.5γAg described by Eqs. (9.4.7)
and (9.4.8). (a) Phase diagram where each color denotes a different phase. White pixels
were not assigned any phase. The gray line denotes g̃ = gAB. (b) Spectrum SAA(ωA) for
g̃ = 0.7γAd (location of upper symbols in (a)). The dashed white curves indicate ω± and
2ω± defined in Eq. (9.5.8). Panels (c) to (e) show the time evolutions of one phase each
corresponding to the symbol next to the panel label. The values of gAB and g̃ equal the
coordinates of the respective symbol in (a). (c) Phase locking to ϕA = ϕB = −π/2. (d)
Wobble motion: varying amplitudes and oscillating phases around ϕAB ≈ ±π/2. (e) Partial
traveling-wave states: constantly increasing ϕA, oscillating ϕB around −π/2. The yellow
phase (top left) corresponds to phase locking to ϕAB = π, similar to Fig. 9.11(c), where
for g̃ > gAB (g̃ < gAB) ϕA = −π/2 (ϕA = π/2). The darker orange phase (center right)
hosts modulated traveling-wave states, similar to Fig. 9.11(d). Videos of time evolutions are
provided in [Kehrer (2025)]. A list of rules and thresholds for each class of steady states is
given in Sec. 9.8.3.

of oscillators in such states show maxima at nonvanishing frequencies, see Fig. 9.11(b).

Note that in the regime of modulated traveling waves, maxima at frequencies lower

than the expected oscillation frequency appear. These are very likely related to the

modulation frequencies of the variation of the amplitude and oscillation frequency.

More classes of steady states are found for nonvanishing drive strength ΩA. The

phase diagram of two oscillators for ΩA = 0.5γAd is shown in Fig. 9.12(a). Here, in

addition to the regions of (i) locking to ϕAB = π (yellow, top left) and (ii) modulated

traveling-wave states (darker orange, center right) known from Fig. 9.11, we find: (iii)

locking to ϕA = ϕB = −π/2, (iv) wobble motion, and (v) partial traveling-wave states.

The wobble motion is identified by varying phases ϕj within an interval smaller than

2π as well as varying amplitude, see Fig. 9.12(d). Our definition of the wobble motion

also includes states that are assigned to the so-called swap phase discussed in [Fruchart

et al. (2021)]. In the swap phase, the oscillators are aligned on a line and periodically

switch between a static ϕj and ϕj + π. To distinguish between the wobble motion and
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traveling waves, we use the following order parameter

Sori,j =
1

τ

T+τ∫

T

dt sign(Im[⟨ȧj⟩⟨aj⟩∗]) . (9.8.2)

The integrand measures the orientation of rotation which is averaged over a time

interval τ when the steady state is reached (TγAd ≫ 1). If the state switches between

clockwise and counterclockwise rotation, i.e., varying phase around fixed values (wobble

motion), |Sori,j | will be small. However, if a state does not change its orientation of

rotation, |Sori,j | will be close to unity. This is the case for (modulated) traveling waves.

In Fig. 9.12(e), we present an example trajectory of partial traveling-wave states.

Here, only oscillator A performs full rotations (|Sori,A| ≈ 1), whereas oscillator B is

still in a wobble motion (Sori,A ≈ 0). Remarkably, in this phase and for this choice of

nonreciprocal coupling (ϕ = −π/2), the undriven oscillator B is more localized to the

phase ϕB ≈ −π/2 induced by the drive than the driven oscillator which is rotating

monotonically. A similar behavior is found in the spectra of the quantum oscillators

in Figs. 9.5(b) and 9.5(d), where the peak at ωA = 0 is less dominant than the peak

at ωB = 0, and the quantum trajectories shown in Fig. 9.7(c). In [Kehrer (2025)]10,

we provide videos of time evolutions for each phase that are shown in Figs. 9.12(c) to

9.12(e).

9.8.2 Three Oscillators

We also consider the next more complex system consisting of three oscillators. In

Fig. 9.13(a), we present the phase diagram of an open chain of oscillators that obey

⟨ȧj⟩ =
γjg − 2g̃ − 2γjd|⟨aj⟩|2

4
⟨aj⟩ −

Gj,j+1

2
⟨aj+1⟩ −

Gj,j−1

2
⟨aj−1⟩ . (9.8.3)

Here, we set γjd = γAd and fix γjg − 2g̃ = γAd . The couplings

Gj,j+1 = Gj,(j+1)mod 3 = g̃ + g− , (9.8.4)

Gj,j−1 = Gj,(j−1)mod 3 = g̃ − g− , (9.8.5)

are chosen identical for each oscillator and g− corresponds to igABe
iϕ and ϕ = −π/2.

In the open chain, GC,A = GA,C = 0 vanish. The phase diagram of the open chain

is rich: (i) phase locking to ∆ϕj = ϕj − ϕj+1 = π, (ii) phase locking to ∆ϕj = 0, (iii)

traveling waves, (iv) modulated traveling waves, (v) wobble motion, and (vi) both

wobble motion and traveling waves. To distinguish states performing the wobble

motion and fully rotating traveling-wave states, in addition to Sori,j , we employ the

10Direct link: https://tobias-kehrer.github.io/thesis/two classical nonrecip/ [Accessed: July 26, 2025]
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Figure 9.13: Open chain of three oscillators described by Eq. (9.8.3). (a) Phase diagram
where each color denotes a different phase. White pixels were not assigned any phase. Panels
(b) to (g) show the time evolutions of one phase each corresponding to the symbol next to
the panel label. The values of g− and g̃ equal the coordinates of the respective symbol in
(a). (b) Phase locking to ∆ϕj = ϕj − ϕj+1 = π. (c) Wobble motion: varying amplitudes
and oscillating phases around ∆ϕj ≈ π. (d) Both wobble motion (c) and traveling-wave
states (f) exist. (e) Modulated traveling-wave states: varying amplitudes and oscillating
phases around ∆ϕj ≈ ±2π/3. (f) Traveling-wave states: constantly increasing phases with
fixed ∆ϕj ≈ ±2π/3. (g) Phase locking to ∆ϕj = 0. Videos of time evolutions are provided
in [Kehrer (2025)]. A list of rules and thresholds for each class of steady states is given in
Sec. 9.8.3.

following order parameter

Srot,j =

∣∣∣∣∣∣
1

τ

T+τ∫

T

dt eiϕj

∣∣∣∣∣∣
. (9.8.6)

It is the magnitude of a time average of the complex phase factors when the steady

state is reached (TγAd ≫ 1). The order parameter Srot,j reaches values close to zero

for fully rotating (modulated) traveling-wave states, values close to one for static

states, and values in between for states performing a wobble motion. For each pixel in

Fig. 9.13(a), we generate time evolutions of 100 random initial states ⟨aj⟩ = exp(iϕj)

that are drawn from a uniform distribution over the interval ϕj ∈ [0, 2π]. In [Kehrer

(2025)]11, we provide videos of time evolutions for each phase that are shown in

Figs. 9.13(b) to 9.13(g).

9.8.3 Order Parameter Thresholds

Here, we list the thresholds and rules to identify the different classes of steady states

shown in Figs. 9.11 to 9.13. Other order parameters are: (i) SDϕ, the standard

11Direct link: https://tobias-kehrer.github.io/thesis/three classical nonrecip/ [Accessed: July 26,
2025]
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deviation of the oscillator phases over time, (ii) SDa, the standard deviation of

the oscillator amplitudes over time. Both order parameters were averaged over all

oscillators. The rules for both two-oscillator cases presented in Sec. 9.8.1 are listed in

Tab. 9.1.

class without drive with drive

static ϕA and ϕB SDϕ < 1 Srot,A > 0.99 ∧ Srot,B > 0.99

traveling wave SDϕ > 1 ∧ SDa < 0.01 -

modulated traveling wave SDϕ > 1 ∧ SDa > 0.01 |Sori,A| > 0.9 ∧ |Sori,B| > 0.9

∧Srot,A < 0.99

partial traveling wave - |Sori,A| > 0.9 ∧ |Sori,B| < 0.9

∧Srot,A < 0.99

wobble motion - |Sori,A| < 0.9 ∧ |Sori,B| < 0.9

∧Srot,A < 0.99

Table 9.1: Order parameter rules for two oscillators corresponding to Figs. 9.11 and 9.12.

To distinguish steady states in the three-oscillator case presented in Sec. 9.8.2, we

generate time evolutions of 100 random initializations. Out of these time evolutions, a

histogram of |Sori,A + Sori,B| with 40 bins in the range [0, 1] is obtained: Shist,k, where

k ∈ [1, 40] corresponds to the kth bin. The rules for the three-oscillator case presented

in Sec. 9.8.2 are listed in Tab. 9.2.

class rules

static ϕA and ϕB SDa < 10−3 ∧ Shist,40 > 0

traveling wave SDa < 10−3 ∧ Shist,1 > 99

modulated traveling wave SDa > 10−3 ∧ Shist,1 > 99

wobble motion SDa > 10−3 ∧ SDϕ > 0.1

∧Shist,1 = 0

wobble motion and traveling waves 0 < Shist,1 < 100

Table 9.2: Order parameter rules for three oscillators corresponding to Fig. 9.13.

9.9 Conclusion

We have investigated the interplay of three phase-locking mechanisms of two quan-

tum limit-cycle oscillators induced by an external drive, a coherent coupling, and

a dissipative coupling leading to three different steady-state configurations. In this

setup, the effective nonreciprocal interaction can be tuned to be unidirectional. For

increasing nonreciprocity at zero drive strength, the following sequence of events

occurs: (i) interaction terms in the mean-field equations become unidirectional, (ii)
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the second moment of the combined quantum synchronization measure vanishes, (iii) a

switch from phase locking to bistable locking occurs, and (iv) the first and second mo-

ment of the combined quantum synchronization measure become equal. Interestingly,

unidirectionality does not coincide with the switch from locking to bistable locking.

Varying all three interaction parameters of the model, i.e., the drive strength of

an external signal acting on one of the two oscillators, the magnitude of a coherent

coupling, and the strength of a dissipative interaction, we have shown that the steady-

state value of the relative phase between the oscillators can be tuned. Making use

of the quantum synchronization measure evaluated for a perturbation expansion

of the steady state in the three parameters drive strength, coherent coupling, and

dissipative interaction, we have qualitatively explained the transitions between the

three regimes of phase localization. This perturbation expansion has been used to

identify magnitude minima of the second moment of the synchronization measure

of the relative phase. Moreover, regions of bistable locking partially overlap with

regions in which two-time correlations exhibit a periodic time dependence similar to

traveling-wave states. Such traveling-wave states have also been found as steady-state

solutions of the mean-field approximation of the master equation of the quantum

system. For two and three noreciprocally coupled oscillators in the mean-field limit,

we have found highly nontrivial active states by defining suitable order parameters.

Nonreciprocity in (open) quantum systems and their classical analogues is a rapidly

emerging field in nonlinear quantum physics. Future research directions include the

study of (frustrated) networks of N ≥ 3 quantum oscillators as well as their (potentially

existing) nonreciprocal phase transitions. Their classical analogues exhibit rich phase

diagrams too. Future studies might focus, e.g., on the comparison of open and closed

chains or on the dependence of the phase diagram on the number of oscillators.

The results and figures of this chapter have been published in parts in [Kehrer and

Bruder (2025)].
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Chapter 10

Quantum Synchronization of

Oscillators Hosting Multiple Limit

Cycles

This chapter is based on the results published in:

T. Kehrer, C. Bruder, and P. Solanki,

Quantum Synchronization of Twin Limit-Cycle Oscillators,

Physical Review Letters 135, 063601 (2025)

10.1 Motivation

All studies of classical and quantum synchronization presented in the previous chapters

consider oscillators that host a single limit cycle. While classical systems with multiple

limit cycles and distinct basins of attraction, known as Liénard systems [Liénard

(1928), Perko (2001), Leonov and Kuznetsov (2013)], have been investigated in detail,

synchronization in their quantum analogue has not yet been studied before [Kehrer

et al. (2025)]. Their amplitude dynamics can be described by an effective potential

V (r), see Fig. 10.1(a), where the number of limit cycles is given by the number of

local minima. Depending on the initial state, the system converges to one of the limit

cycles unless acted on by a noise source that is strong enough to induce switching

events.

While there has been an increasing interest in quantum systems featuring multiple

separate limit cycles [Marquardt et al. (2006), Wu et al. (2013), Bhattacharyya et

al. (2021), Ruby and Lakshmanan (2024), Kumar et al. (2024), Chia et al. (2025)],

their synchronization properties have not been studied before [Kehrer et al. (2025)].

In this chapter, we introduce a quantum Liénard system where two limit cycles

coexist in a single steady state regardless of the initial conditions and investigate

their synchronization behavior. We call this system a twin limit cycle (TLC): it is

characterized by a double ring-like structure in phase space as sketched in Fig. 10.1(b).

The location of the minima (maxima) of the effective potential of the corresponding

151

https://doi.org/10.1103/f97j-474c


Chapter 10 Quantum Synchronization of Oscillators Hosting Multiple Limit Cycles

r1 rc r2

V
(r

)

r

(a)
∆V1 ∆V2

Re[〈a〉]

Im
[〈a
〉]

(b)

Figure 10.1: Illustration of a system with two limit cycles. (a) Sketch of the effective potential
V (r) of a classical Liénard system featuring two basins of attraction separated at rc. (b)
Wigner function of a twin limit cycle, a quantum Liénard system with ⟨a⟩ = reiϕ. The dashed
(dotted) rings with radii r1 and r2 (rc) correspond to the local minima (maximum) of the
effective potential obtained from the mean-field equations of motion, see Eq. (10.2.6).

classical Liénard system is indicated by the dashed (dotted) rings. Our setup can be

extended to host multiple limit cycles. We examine the synchronization of a single

TLC under an external coherent drive and find that the limit cycles exhibit different

locking behaviors. Furthermore, for two coupled identical TLCs, both synchronization

and blockade effects coexist, an apparent paradoxical interplay unattainable with

standard limit cycles. To distinguish the contributions of individual limit cycles of a

TLC, we define new finer measures of quantum synchronization. Finally, we outline

an experimental setup to implement our model.

This chapter is structured as follows. First, we define the quantum TLC oscillator

in Sec. 10.2. Second, in Sec. 10.3, we study the mean-field equations as classical

oscillators that host twin limit cycles before considering a single driven TLC oscillator

in Sec. 10.4. The complex synchronization between two TLCs is presented in Sec. 10.5.

We suggest experimental realizations in Sec. 10.6.

10.2 Model

In the first sections of this chapter, we consider a coherently driven anharmonic

quantum oscillator subject to incoherent first and third-order pumping, along with

second and fourth-order damping. These dissipative processes stabilize two concentric

limit cycles, see Fig. 10.1(b). The dynamics in the rotating frame of the drive is

described by the master equation

ρ̇ = L(ρ) =− i[H0 +Hd, ρ] + γ1D[a†](ρ) + γ2D[a2](ρ) + γ3D[a†3](ρ) + γ4D[a4](ρ) ,

(10.2.1)

where D[L](ρ) = LρL† − (L†Lρ+ ρL†L)/2 is the Lindblad dissipator, H0 = ∆a†a +

Ka†2a2, Hd = Ω(a+ a†), and a (a†) denote the annihilation (creation) operators of

the oscillator. The detuning between the TLC and the drive is denoted by ∆, K

parametrizes the Kerr nonlinearity, and Ω denotes the strength of the drive. The rates

γj correspond to incoherent gain (odd j) and damping (even j). For γ3 = γ4 = 0, the
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model simplifies to the paradigmatic quantum van der Pol oscillator with a single

limit cycle. Additional incoherent processes of higher order, D[a†n](ρ) and D[am](ρ),

with n (m) being odd (even), can be included to obtain multiple limit cycles.

We obtain the Heisenberg equation of motion of the annihilation operator using

Eq. (10.2.1),

d

dt
a = −iΩ− i∆a− i2Ka†a2 +

∑

j=1,3

γj
j

2
aja†(j−1) −

∑

j=2,4

γj
j

2
a†(j−1)aj . (10.2.2)

We begin by examining the semiclassical limit to obtain an approximation to the

steady state of the quantum system. The mean-field equation of the effective classical

Liénard model can be derived by performing a cumulant expansion to first order

˙⟨a⟩ = −iΩ− i∆⟨a⟩ − i2K|⟨a⟩|2⟨a⟩+ ⟨a⟩
(
γ1
2

− γ2|⟨a⟩|2 +
3γ3
2

|⟨a⟩|4 − 2γ4|⟨a⟩|6
)
.

(10.2.3)

Setting ⟨a⟩ = reiϕ, the mean-field equation can be split into equations of motion of

the amplitude r and the phase ϕ,

ṙ =r

(
γ1
2

− γ2r
2 +

3γ3
2
r4 − 2γ4r

6

)
− Ωsin(ϕ) , (10.2.4)

ϕ̇ =−∆− 2Kr2 − Ω

r
cos(ϕ) . (10.2.5)

Since we are interested in the case of two stable limit cycles, we choose γj such that

the right-hand side of Eq. (10.2.4) exhibits three real zeros r1 < rc < r2 at vanishing

drive Ω = 0,

ṙ =r(r21 − r2)(r2c − r2)(r22 − r2)2γ4 ≡ −∂rV (r) . (10.2.6)

Here, r1 and r2 are the stable solutions, and rc is the unstable solution of the mean-field

equations, and V (r) is the effective potential, see Fig. 10.1(a). In a classical system,

rc separates the two basins of attraction. An initial state with r < rc (r > rc) will

therefore converge to r1 (r2).

To explore the corresponding quantum TLC, we examine the Wigner function

associated with the steady state of Eq. (10.2.1). The Wigner function exhibits two

coexisting concentric limit cycles, as illustrated in Fig. 10.1(b), regardless of the

initial state. In this figure, the dashed and dotted rings represent the stable and

unstable solutions of the classical mean-field equation for the oscillator amplitude,

respectively, as defined in Eq. (10.2.6). The radius of the outer ring aligns closely with

the mean-field prediction r2, while the inner ring shows a notable deviation from r1.

In a classical Liénard system of two limit cycles, both basins of attraction are

separated at rc. However, if extrinsic noise is added, trajectories can cross this

boundary. In the language of the effective potential shown in Fig. 10.1(a), noise-

induced jumps in r have to overcome the potential barriers ∆Vj to “tunnel” between
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Figure 10.2: Values of real-valued solutions to Eq. (10.2.6) for γ2 = 2.5γ1. The black lines
indicate γ3 = 1.04γ1 and γ4 = 0.096γ1, the values that will be used in the quantum case.

both limit cycles. In our quantum setup, the steady state is a combination of two

distinct quantum limit cycles. Considering quantum trajectories, the system tunnels

between the two limit cycles due to inherent quantum noise, see Sec. 10.4.3 for a

detailed discussion.

10.3 Classical Multi-Limit-Cycle Oscillators

Before we study synchronization of quantum TLC oscillators, we want to focus on

their classical analogue in the form of their mean-field equations, see Eq. (10.2.3).

Already this classical version of such multi-limit-cycle oscillators is showing interesting

features presented in the following. Intuitively, it is not surprising that in complex

systems like living matter oscillators with multiple limit cycles have been found, e.g.,

[Laurent and Kellershohn (1999), Enjieu Kadji et al. (2007), Feillet et al. (2014),

Goldbeter and Yan (2022)].

The mean-field equations shown in Eqs. (10.2.5) and (10.2.6) can be interpreted

as a modified Stuart-Landau oscillator that features higher-order gain and damping

leading to multiple stabilized limit cycles. The parameters γ3 and γ4 are the rates

of additional nonlinear gain and damping terms. Depending on their value, up to

two stable radii are possible, see Fig. 10.2. Example trajectories and spectra of

several random initializations of a classical TLC are shown in Fig. 10.3. The range of

detuning |∆| < Ω/r in which frequency locking occurs depends on the value of the

drive strength Ω and the radius r of the limit cycle, see Eq. (10.2.5). Therefore, this

range is different for both limit cycles. The three cases in which frequency locking

occurs for (i) both limit cycles, (ii) only the outer limit cycle, and (iii) no limit cycle,

are presented in Figs. 10.3(a) to 10.3(c). In the spectra, contributions from both limit

cycles at the frequencies νA(∆,Ω, r) defined in Eq. (6.2.9) are visible. In Figs. 10.3(d)

to 10.3(f), 20 random realizations for different detunings at Ω = 0.1γ1 are shown.

For ∆ = 0.02γ1, both limit cycles are frequency-locked and lock to ϕ ≈ −π/2. For

∆ = 0.15γ1, only the inner limit cycle is locked and for ∆ = 0.5γ1, none of the limit

cycles is locked. Furthermore, states in the attractor of the inner limit cycle exhibit

modulations of their radii. The peaks in the spectra Figs. 10.4(b) and 10.4(c) at

154



10.3 Classical Multi-Limit-Cycle Oscillators

0.0 0.5 1.0
∆/γ1

−1

0

1

ω
/
γ

1

(a)

0.0 0.5 1.0
∆/γ1

(b)

0.0 0.5 1.0
∆/γ1

(c)

0.0

2.5

r

(d) (e) (f)

100

101

102

103

0 50 100
tγ1

−1

0

1

φ
/
π

0 50 100
tγ1

0 50 100
tγ1

Figure 10.3: Frequency locking of a classical TLC for γ2 = 2.5γ1, γ3 = 1.04γ1, and γ4 = 0.096γ1.
(a), (b), (c) Spectra for drive strengths Ω/γ1 = 0, 0.1, 0.2 (from left to right) averaged over
100 random initializations. The blue dashed (orange dotted) curves correspond to the
approximation ω =

√
∆2 − Ω2/r2 defined in Eq. (6.2.9) for the inner (outer) limit cycle with

radius r1 (r2). (d), (e), (f) Time evolutions of 20 random initializations (gray dots) for drive
strength Ω = 0.1γ1 and for detunings ∆/γ1 = 0.02, 0.15, 0.5 (from left to right), corresponding
to the three red lines in panel (b). Two evolutions are highlighted in blue (inner limit cycle)
and orange (outer limit cycle). Depending on the value of ∆ either both limit cycles lock
their frequency to the one of the drive, only the inner limit cycle, or no limit cycle.

ω = nνA > 0 correspond to the varying radius of trajectories of the inner limit cycle,

see Fig. 10.4(f). The spectra of the radius oscillations exhibit maxima at integer

multiples of ±νA.

We now consider Gaussian noise with standard deviation σ that induces jumps

between both attractors. Following [Fruchart et al. (2021)], the expected number of

jumps in a fixed time interval is proportional to the inverse tunneling time

njumps ∝ exp
(
−∆V/σ2

)
, (10.3.1)

where ∆V is the barrier of the effective potential V , see Fig. 10.1(a). The larger

the noise, the more jumps occur in a fixed time interval, see Figs. 10.4(c) to 10.4(f).

In the time evolutions, the correlation between the amplitude of the oscillator and

phase locking, as described in the previous paragraph, is visible. If the state is close

to r1, the phase ϕ is locked. In contrast, if the state is close to r2, no phase locking

occurs. For increasing noise, the spectra in Figs. 10.4(a) and 10.4(b) are smoothed and

higher-frequency peaks that correspond to the fluctuations of the oscillation frequency,

see Eq. (6.2.8), disappear.
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Figure 10.4: Frequency locking of a classical TLC with noise for γ2 = 2.5γ1, γ3 = 1.04γ1, and
γ4 = 0.096γ1. (a), (b) Spectra for drive strength Ω = 0.1γ1 and detunings ∆/γ1 = 0.15, 0.25
(from left to right) averaged over 100 random initializations. The blue dashed (orange dotted)
lines correspond to the approximation defined in Eq. (6.2.9) for the inner (outer) limit cycle
with radius r1 (r2). (c) Number of jumps njumps that occur in a time interval of duration
1000/γ1 with standard deviations obtained from averaging over 100 realizations. The red
curve corresponds to a fit of Eq. (10.3.1). The larger the noise σ, the more jumps occur. (d),
(e), (f) Time evolutions of 10 random initializations (overlapping transparent gray dots) for
drive strength Ω = 0.1γ1, detuning ∆ = 0.15γ1, and for noises σ/

√
γ1 = 0.01, 0.2, 0.3 (from

left to right), corresponding to the three red lines in panel (a). One evolution is highlighted
in red.

10.4 One Driven Twin Limit Cycle

We now focus on the synchronization properties of the corresponding quantum Liénard

system. First, we discuss phase locking of a TLC to an external drive.

10.4.1 Phase Synchronization

In Fig. 10.5(a), we present the Wigner function corresponding to the steady state

of a driven TLC, which exhibits phase localization near ϕ = arg(⟨a⟩) = arg(Ω) −
π/2 = −π/2 indicating the synchronization of both limit cycles to the external

drive. To characterize and quantify the amount of synchronization, we define a

phase localization measure. Various measures of quantum synchronization have been

proposed in the literature [Barak and Ben-Aryeh (2005), Ludwig and Marquardt

(2013), Hush et al. (2015), Weiss et al. (2016), Roulet and Bruder (2018a), Jaseem

et al. (2020a)]. In this work, we use the synchronization measure based on phase

states |ϕ⟩ = ∑∞
n=0 e

inϕ |n⟩ /
√
2π [Barak and Ben-Aryeh (2005)] where |n⟩ are Fock

states. Identical to Eq. (9.2.6),

P1(ϕ) = ⟨ϕ| ρ |ϕ⟩ − 1

2π
=

1

2π

∞∑

k=1

e−ikϕ⟨ãk⟩+H.c. , (10.4.1)
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Figure 10.5: Drive-induced phase locking of a TLC. (a) Wigner function for Ω = 8γ1
and ∆ = K = 0 showing phase localization of both limit cycles, i.e., a maximum at
ϕ = arg(⟨a⟩) = arg(Ω) − π/2 = −π/2. Here, dashed (dotted) rings correspond to stable
(unstable) solutions of the mean-field equations of the undriven limit cycles, see Eq. (10.2.6).
The solid orange curves are contour lines at 0.0225. Note the power-law color scale. In panels
(b) and (c), solid curves denote the maximum of Pα

1 with α ∈ {in, out}, dashed curves denote
arg(⟨ãα⟩). Varying ∆ and K, the inner limit cycle exhibits a larger phase shift than the
outer one. This is opposite to the behavior of a standard quantum van der Pol oscillator, see
Sec. 7.1.3. Here, Ω = 0.25γ1 for both (b) K = 0 and (c) ∆ = 0. The dissipation rates for all
panels are γ2 = 2.5γ1, γ3 = 1.04γ1, and γ4 = 0.096γ1.

where the operator powers ãk =
∑∞

n=0 |n⟩⟨n+ k| capture information about the

coherence generation and phase localization. This measure can be interpreted as a

probability distribution of phases ϕ from which a uniform distribution is subtracted.

If a state shows no phase preference, this measure will be flat and equal to zero. For

phase-locked oscillators, a single maximum will appear. Two maxima will be visible

for oscillators that exhibit bistable phase locking.

To resolve the phase information of the two limit cycles individually, we define

truncated operators ãα, with α ∈ {in, out}, as

ãin =

nc−1∑

n=0

|n⟩⟨n+ 1| , ãout =

∞∑

n=nc

|n⟩⟨n+ 1| . (10.4.2)

These are an approximation of operators that only act on the respective subspace of

each ring. The cutoff Fock number nc is chosen to be the integer closest to r2c . We

use powers of these ãα to define the phase distributions P in
1 of the inner and P out

1 of

the outer ring of a TLC,

Pα
1 (ϕ) =

1

2π⟨Iα⟩
∞∑

k=1

e−ikϕ⟨ãkα⟩+H.c. , (10.4.3)
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(c), (d) K = 0. The black curves are contour lines at 5. The dissipation rates for all panels
are γ2 = 2.5γ1, γ3 = 1.04γ1, and γ4 = 0.096γ1. Compare this plot to Figs. 7.4 and 7.8.

where α ∈ {in, out}. Here Iα represents the unit matrix in the subspace α,

I in =

nc∑

n=0

|n⟩⟨n| , Iout =
∞∑

n=nc+1

|n⟩⟨n| , (10.4.4)

and is used to properly normalize the phase distribution.

We use the measure Pα
1 to characterize the synchronization properties of the two

limit cycles. In Figs. 10.5(b) and 10.5(c), the locking phase angle of a driven TLC is

shown for fixed drive strength Ω = 0.25γ1, varying detuning ∆, and Kerr nonlinearity

K. Remarkably, for nonzero ∆ and K, each limit cycle locks to a distinct phase.

Notably, the inner limit cycle responds more strongly to the external drive compared

to the outer limit cycle. This deviates from the steady state solution of the mean-field

Eq. (10.2.5), which predicts a stronger phase sensitivity of the outer limit cycle. The

slopes of the solution ϕmax for ϕ̇ = 0 at ∆ = K = 0,

∂∆ϕmax = − r

Ω
, (10.4.5)

∂Kϕmax = −2r3

Ω
, (10.4.6)

reveal that the value of the locked phase depends stronger on both ∆ and K for

larger radii. This feature is consistent with standard single-limit-cycle oscillators with

γ3 = γ4 = 0, see Sec. 7.1.3. The higher-order gain and damping channels lead to

features that are unique to TLCs. The overlap of the inner and outer limit cycles

of a TLC leads to tunneling and leakage of information between them. This is a

qualitatively different behavior compared with the classical analogue following the

mean-field equations. Note that quantum limit cycles stabilized by third-order gain and

fourth-order damping, see Sec. 7.1.5, that exhibit smaller radii are reacting stronger

to detuning ∆ than the ones that exhibit larger radii.

We furthermore present Arnold tongues of the inner and outer limit cycles for varying

drive strength Ω versus ∆ and K in Fig. 10.6. To achieve the same value of Pα
1 , the

inner limit cycle needs to be driven with a stronger drive similar to the standard

quantum van der Pol oscillator presented in Fig. 7.4. This is the opposite behavior
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Figure 10.7: Frequency synchronization of a driven TLC with γ2 = 2.5γ1, γ3 = 1.04γ1, and
γ4 = 0.096γ1. (a), (b) Power spectra Sα(ω) for a weak drive Ω = 0.25γ1. The dashed white
line corresponds to ω = ∆. No frequency locking plateau visible. (c), (d) Normalized power
spectra Sα(ω)/Sα(0) corresponding to Ωγ1 = 0.25, 5 (from left to right) and ∆ = 0. The
power spectra are based on the truncated annihilation operators defined in Eq. (10.4.8) and
exhibit a peak at ω = 0 due to injection locking.

compared to quantum limit cycles stabilized by third-order gain and fourth-order

damping, see Fig. 7.8.

10.4.2 Frequency Synchronization

In addition to the locking of the two limit cycles of a driven TLC to distinct phases

shown in the previous section, we discuss their frequency synchronization below. To

analyze the frequency entrainment of the TLC, we utilize the power spectrum which

is defined as

Sα(ω) = lim
t→∞

∞∫

−∞

dτ⟨a†α(t+ τ)aα(t)⟩eiωτ , (10.4.7)

where α ∈ {in, out}. The power spectrum defined above is based on two-time correla-

tions of the truncated annihilation operators, which we define as

ain =

nc−1∑

n=0

√
n+ 1 |n⟩⟨n+ 1| , aout =

∞∑

n=nc

√
n+ 1 |n⟩⟨n+ 1| . (10.4.8)

Note the difference to Eq. (10.4.2), where the factor
√
n+ 1 is not included. The power

spectrum is well-defined for both limit cycles for small values of Ω. One such example

is shown in Fig. 10.7(c) where Ω = 0.25γ1 and ∆ = 0. However, no frequency locking

occurs when ∆ ̸= 0 for such smaller drive strength, see Figs. 10.7(a) and 10.7(b).

In regions of stronger drive, where a significant degree of phase synchronization is

observed, the spectrum of the inner limit cycles broadens considerably, as illustrated

in Fig. 10.7(d) for Ω = 8γ1. Such spectral broadening results from changes in the

population distribution within the inner limit cycle, shifting toward the critical radius

for higher Ω values. With a further increase in Ω, the population increasingly overlaps

with the outer limit cycle, expected to lead to further broadening of the power spectrum.

Therefore, the phase synchronization measure is more sensitive and applicable even at
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Figure 10.8: Quantum trajectories of the undriven TLC for ∆ = K = 0 and the rates that lead
to (r1, rc, r2) = (1, 4, 8): (γ2, γ3, γ4) ≈ (0.539, 0.0264, 2.44× 10−4)γ1. (a) Effective potential of
the mean-field equations along the radial direction, defined in Eq. (10.2.6). Here ∆V1 (∆V2) is
the potential difference between the stable minimum at r1 (r2) and the unstable maximum at
rc. The inset shows the minimum of V (r) at r1, see the dashed box in the top left. (b) Single
trajectory based on Monte Carlo simulation of Eq. (10.2.1). Jump probabilities between r1
and r2 are clearly asymmetric.

higher drive strengths for the TLC oscillators.

10.4.3 Quantum Trajectories

In this section, we briefly examine the coexistence of limit cycles by analyzing the

dynamics of a single quantum trajectory in a quantum Liénard system. In Fig. 10.8,

we choose the dissipation rates that lead to (r1, rc, r2) = (1, 4, 8): (γ2, γ3, γ4) ≈
(0.539, 0.0264, 2.44 × 10−4)γ1. The minima of V (r) are sufficiently separated to

facilitate the observation of the transition from one stable radius to the other due

to intrinsic quantum noise. As shown in Fig. 10.8(a), the noise has to overcome a

smaller potential difference, ∆V1, when transitioning from r1 to r2, in contrast to

the larger potential difference, ∆V2, for the reverse direction. This asymmetry in the

potential differences is evident in the time evolution of a single trajectory presented

in Fig. 10.8(b), where the system spends more time in the outer limit cycle at r2
compared to the inner limit cycle at r1. The density matrix of a steady-state can be

interpreted as the long-time average of many such quantum trajectories, which results

in the two-ring-like structures found in the corresponding Wigner function, similar to

Fig. 10.5(a).

10.5 Two Coupled Twin Limit Cycles

We now focus on the synchronization between two coherently coupled TLCs that are

depicted schematically in Fig. 10.9. Intuitively, we expect to find both locking and

bistable locking of the relative phase in this setup. We imagine synchronization to

occur between limit cycles of different radius and blockades to emerge between limit

cycles of equal radius. In other words, we expect the coexistence of synchronization

and blockade, two distinct scenarios described in Sec. 7.1.4. The dynamics of two

160



10.5 Two Coupled Twin Limit Cycles

<latexit sha1_base64="3ZXwwYn9fBE+wmmdPkjHH6TSIfY=">AAAD+XichVPLThRBFD1D+wB8ALp0M3Fi4mrSbQy4MhjFuCGBxAESJKa7pxgr0y+rejBjZ76ALXwAO+KWr/FfWHDqTo+JjsNUp/reOnXvuY+qiopE29L3fzcWvDt3791fXFp+8PDR45XVtSd7Nh+YWHXiPMnNQRRalehMdUpdJuqgMCpMo0TtR/33bn//RBmr8+xzOSzUURr2Mn2s47AktPvu62rLb/symtNKUCst1GMnX2t8xxd0kSPGACkUMpTUE4Sw/A4RwEdB7AgVMUNNy77CCMv0HdBK0SIk2ue/x9VhjWZcO04r3jGjJJyGnk284PwojBGtXVRF3VJec/4UrDczQiXMLsMhZUTGJWHcJl7iGy3meaa15SSX+Z6uqhLHeCPVaOZXCOLqjP/wfOCOIdaXnSa2xLJHjkjWJ+xARtlhBq7LE4amVNylDEUqYclqxpB8htJ13+Uzu7qCNQy5407J3nJGFWNYVpNL72+zs/VtcL3piqWzHWen8EPONZV+urwruU8jkZMeG2qVoOM4s/w0v/956rmeSu7jtKdDR3wVwb9vYFrZe9UO1tvB7uvW5tv6fSziGZ7jJd/ABjbxCTs8tZicpzjDuVd5F96l92tsutCofZ7ir+Fd3QAwlcxy</latexit>

A
<latexit sha1_base64="RJGXGhPHig8M3HbIuWC+dtq03WQ=">AAAD+XichVPLThRBFD1D+wB8ALp0M3Fi4mrSbQy4MkTFuCGBxAESJKa7pxgr0y+rejBjZ76ALXwAO+KWr/FfWHDqTo+JjsNUp/reOnXvuY+qiopE29L3fzcWvDt3791fXFp+8PDR45XVtSd7Nh+YWHXiPMnNQRRalehMdUpdJuqgMCpMo0TtR/33bn//RBmr8+xzOSzUURr2Mn2s47AktPvu62rLb/symtNKUCst1GMnX2t8xxd0kSPGACkUMpTUE4Sw/A4RwEdB7AgVMUNNy77CCMv0HdBK0SIk2ue/x9VhjWZcO04r3jGjJJyGnk284PwojBGtXVRF3VJec/4UrDczQiXMLsMhZUTGJWHcJl7iGy3meaa15SSX+Z6uqhLHeCPVaOZXCOLqjP/wfOCOIdaXnSa2xLJHjkjWJ+xARtlhBq7LE4amVNylDEUqYclqxpB8htJ13+Uzu7qCNQy5407J3nJGFWNYVpNL72+zs/VtcL3piqWzHWen8EPONZV+urwruU8jkZMeG2qVoOM4s/w0v/956rmeSu7jtKdDR3wVwb9vYFrZe9UO1tvB7uvW5tv6fSziGZ7jJd/ABjbxCTs8tZicpzjDuVd5F96l92tsutCofZ7ir+Fd3QA0Ksxz</latexit>

B
<latexit sha1_base64="5NfQedkgi7j30VAz+PAETSOJ4nw=">AAAEDHichVPLbhMxFD3pAH3wSsuSTURAYoGiCULQZSUeYoNUJNJWaqtqZuKmVuaF7RTCKL/AJ7CFD2CH2PIP/AsLjm8mSBDSeOS518f3nvuwHZepti4MfzZWgkuXr6yurW9cvXb9xs3m5taeLUYmUb2kSAtzEEdWpTpXPaddqg5Ko6IsTtV+PHzq9/fPlbG6yN+4camOs2iQ61OdRI7QSXPrKIvcmcmqYuSqBxP+JyfNdtgJZbTmlW6ttFGP3WKz8RZH6KNAghEyKORw1FNEsPwO0UWIktgxKmKGmpZ9hQk26DuilaJFRHTI/4CrwxrNufacVrwTRkk5DT1buMf5QhhjWvuoirql/MX5QbDBwgiVMPsMx5QxGdeF8RVxhzNaLPPMastZLss9fVUOp9iWajTzKwXxdSZ/eJ5xxxAbyk4Lz8VyQI5Y1ufsQE7ZYwa+yzOGllTcp4xEKmHJa8aIfIbSd9/ns7i6kjWMueNPyV5wRhVjWFZTSO8vsrP1bfC96Yult51mp/BOzjWTfvq8K7lPE5GzHhtqlaDTOIv8NL//eeqlnkru47ynR/2r6P77BuaVvYed7uNO9/Wj9s7d+n2s4Tbu4D7fwBPs4CV2eWoJ3uMTPuNL8DH4GnwLvk9NVxq1zy38NYIfvwFeU9Sj</latexit>

out,out

<latexit sha1_base64="3eHfboR01qJt+fbkykPzy4akP1I=">AAAEC3ichVPNThsxEJ6wFAgtNKHHXiJSJA4o2kWo5YjUH/VSKZUaQAKEvBsTrOxfbSdVusoj8Ai9tg/QW9VrH6Lv0kM/TzaVSgjxyjvjzzPf/NgO81gZ6/u/K0ve8oOV1bXq+sNHG5uPa/WtY5MNdCQ7URZn+jQURsYqlR2rbCxPcy1FEsbyJOy/dPsnQ6mNytIPdpTLi0T0UnWlImEBXdbq54mw1zopsoEt9sYqHV/Wmn7L59GYVYJSaVI52lm98pHOqUsZRTSghCSlZKHHJMjgO6OAfMqBXVABTENTvC9pTOvwHcBKwkIA7ePfw+qsRFOsHadh7whRYkwNzwbtYL5hxhDWLqqEbiD/YH5mrDc3QsHMLsMRZAjGKjO+A27pGhaLPJPScprLYk9XlaUrOuRqFPLLGXF1Rv94XmFHA+vzToNes2UPHCGvh+hACtlBBq7LU4YGV9yFFCwls6QlowCfhnTdd/nMry5HDSPsuFMy95xRgRgG1WTc+/vsTHkbXG+6bOlsJ9lJ+sTnmnA/Xd4F36cxy2mPNbSC0UmceX4K312eaqGn5Ps46+lQ9yqC229gVjnebwXPW8H7g+bRs/J9rNFT2qZdvIEXdERvqY1TixD/C32lb96N99374f2cmC5VSp8n9N/wfv0FYaXUGA==</latexit>

out,in

<latexit sha1_base64="3f76AuPHKxhw8ka7aEDoPUG5KyY=">AAAEC3ichVPNThsxEJ6wFAgtNKHHXiJSJA4o2kWo5YjUH/VSKZUaQAKEvBsTrOxfbSdVusoj8Ai9tg/QW9VrH6Lv0kM/TzaVSgjxyjvjzzPf/NgO81gZ6/u/K0ve8oOV1bXq+sNHG5uPa/WtY5MNdCQ7URZn+jQURsYqlR2rbCxPcy1FEsbyJOy/dPsnQ6mNytIPdpTLi0T0UnWlImEBXdbq54mw1zopVFrsjbOBHV/Wmn7L59GYVYJSaVI52lm98pHOqUsZRTSghCSlZKHHJMjgO6OAfMqBXVABTENTvC9pTOvwHcBKwkIA7ePfw+qsRFOsHadh7whRYkwNzwbtYL5hxhDWLqqEbiD/YH5mrDc3QsHMLsMRZAjGKjO+A27pGhaLPJPScprLYk9XlaUrOuRqFPLLGXF1Rv94XmFHA+vzToNes2UPHCGvh+hACtlBBq7LU4YGV9yFFCwls6QlowCfhnTdd/nMry5HDSPsuFMy95xRgRgG1WTc+/vsTHkbXG+6bOlsJ9lJ+sTnmnA/Xd4F36cxy2mPNbSC0UmceX4K312eaqGn5Ps46+lQ9yqC229gVjnebwXPW8H7g+bRs/J9rNFT2qZdvIEXdERvqY1TixD/C32lb96N99374f2cmC5VSp8n9N/wfv0FYRvUGA==</latexit>

in,out
<latexit sha1_base64="/zGg2ob8sbH/KsZyy1AmOUKKJ+A=">AAAECnichVPNbhMxEJ506S9tSeHIJSJU6qGKdquK9liJH3FBKhJpK7VV5d24qZVd79Z2isIqb8AjcIUH4Ia48hK8Cwc+TzZINE3jlXfGn2c+z48dF6myLgx/1+aCB/MLi0vLKw9X19Yf1TceH9m8bxLZTvI0NyexsDJVWradcqk8KYwUWZzK47j30u8f30hjVa4/uEEhzzPR1epSJcIBuqjXzzLhrkxWKl1uD5UeXtSbYSvk0ZhUokppUjUO843aNZ1Rh3JKqE8ZSdLkoKckyOI7pYhCKoCdUwnMQFO8L2lIK/Dtw0rCQgDt4d/F6rRCNdae07J3glNSTAPPBm1ivmHGGNb+VAndQv7B/MRYd+oJJTP7CAeQMRiXmfEdcEdXsJjlmVWW41hme/qsHF3SPmejEF/BiM8z+cfzCjsGWI93GvSaLbvgiHl9gwpoyDYi8FUeMzQ44w6kYCmZRVeMAnwG0lffxzM9uwI5DLDju2Tv6VGJMyyyybn299nZ6jb42nTY0tuOopP0kfuacT193CXfpyHLcY0NtJLR0TnT/BS+uzzVTE/J93HS06P+VUS338CkcrTTil60ove7zYPn1ftYoqf0jLbwBvbogN7SIbqWoINf6Ct9Cz4H34Mfwc+R6Vyt8nlC/43g119k8NON</latexit>

in,in

Figure 10.9: Schematic representation of the phase locking behavior of two coherently coupled
TLCs. Limit cycles of unequal radius exhibit phase locking. In contrast, for limit cycles of
equal radius bistable phase locking is found.

TLCs are described by the Lindblad master equation

ρ̇ = −i[gABa
†
AaB +H.c., ρ] + LA(ρ) + LB(ρ) . (10.5.1)

Here, the first term is the coherent coupling between the two TLCs with strength

gAB. The Liouvillians Lj describe the independent dynamics of each TLC similar

to Eq. (10.2.1), where the operators aj act on oscillator j. In the following, we fix

ΩA = ΩB = 0, δ = ∆A −∆B, and K = KA = KB.

10.5.1 Phase Locking

Similar to Eq. (9.2.17), the phase distribution of two oscillators is obtained by projecting

the density matrix onto the tensor products of phase states |ϕA, ϕB⟩ and is defined as

P2(ϕAB) =

2π∫

0

dϕ ⟨ϕAB + ϕ, ϕ| ρ |ϕAB + ϕ, ϕ⟩ − 1

2π

=
1

2π

∞∑

k=1

e−ikϕAB ⟨(ãAã
†
B)

k⟩+H.c. . (10.5.2)

We integrate over the phase ϕ to obtain the synchronization measure for the relative

phase ϕAB = ϕA − ϕB. In analogy to Eq. (10.4.3), we define the combined phase

distribution Pα,β
2 of two TLCs as

Pα,β
2 (ϕAB) =

1

2π⟨Iα
AI

β
B⟩

∞∑

k=1

e−ikϕAB ⟨(ãA,αã
†
B,β)

k⟩+H.c. , (10.5.3)

where ãj,α and Iα
j are the truncated operators ãα and the unit operators Iα that act

on the jth oscillator. The measure above allows us to investigate the synchronization

between the limit cycles of both oscillators since (α, β) can take various combinations:
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Figure 10.10: Arnold tongues of two identical coupled twin limit cycles with rates γAj = γBj ,

γA2 = 2.5γA1 , γ
A
3 = 1.04γA1 , and γ

A
4 = 0.096γA1 for Ωj = 0 and nc = 2. (a)–(c) Maximum of

Pα,β
2 ×103 of Eq. (10.5.3) as a function of coupling strength gAB and detuning δ at K = 0. (d)

Maximum of the full synchronization measure P2 of Eq. (10.5.2) for K = 0. (e)–(g) Maximum

of Pα,β
2 × 103 as a function of gAB and Kerr nonlinearity K at δ = 0. (h) Maximum of the

full synchronization measure P2 of Eq. (10.5.2) for δ = 0. The black curves denote contour
lines at half the maximum value of the color scale. The red dots correspond to the example
plots shown in Fig. 10.11.

(in, in), (in, out), (out, in), and (out, out).

We now set the dissipation rates γAj = γBj equal, such that the radii of the inner

limit cycles of both TLCs are identical as well as the radii of the outer limit cycles.

In Figs. 10.10(a) to 10.10(d), we plot the maxima of the combined synchronization

measures Pα,β
2 and P2 as a function of gAB and δ for K = 0. For δ = 0 and K = 0,

both oscillators have the same frequencies, and hence, we expect a maximum amount

of synchronization. In these four panels, Arnold tongues centered at δ = 0 are visible.

The measure P in,in
2 even exhibits a local maximum. This fact can be interpreted as:

above gAB ≳ 5/γA1 , phase synchronization outside the perturbative regime is found,

see the clearly asymmetric Wigner function in Fig. 10.5(a).

In Figs. 10.10(e) to 10.10(h), we plot the maxima of the combined synchroniza-

tion measures Pα,β
2 and P2 as a function of gAB and K for δ = 0. Interestingly,

the synchronization measure for (α, β) = (in, in) and (α, β) = (out, out), shown in

Figs. 10.10(e) and 10.10(g), is highly suppressed around K = 0. This is a signature

of the synchronization blockade, where the contribution from the first-order locking

vanishes (⟨ãA,αã
†
B,α⟩ = 0) due to the cancellation of coherences. Only second-order

phase locking can be observed, as indicated by the two maxima in Fig. 10.11(a). This
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Figure 10.11: Synchronization measures Pα,β
2 (ϕAB) × 103 (colored curves) and P2 (black

dash-dotted curve) corresponding to the red dots in Figs. 10.10(e) to 10.10(h) at gAB = 8γA1
and K/γA1 = 0, 1.2, 12 (from left to right).

blockade can also be understood using the mean-field equations of Eq. (10.5.1),

ṙj =rj

(
γj1
2

− γj2r
2
j +

3γj3
2
r4j − 2γj4r

6
j

)
+ gABri sin(ϕi − ϕj)− Ωj sin(ϕj) , (10.5.4)

ϕ̇j =−∆j − 2Kjr
2
j − gAB

ri
rj

cos(ϕi − ϕj)−
Ωj

rj
cos(ϕj) , (10.5.5)

where i, j ∈ {A,B} and i ̸= j. The equation of motion of the relative phase for Ωj = 0

is

ϕ̇AB =− δ − 2K(r2A − r2B) + gAB

r2A − r2B
rArB

cos(ϕAB) , (10.5.6)

where the coupling term vanishes for limit cycles with equal radii. The limit cycles

with different radii exhibit an Arnold tongue, see Figs. 10.10(b) and 10.10(f), signifying

synchronization between the (in, out) limit cycles. Thus, both synchronization and

blockade effects occur simultaneously in the coupled identical TLC oscillators, a

behavior not known in classical analogues in the absence of noise. For our choice of

parameters nc = 2 and ãout ≈ ã, P out,out
2 shown in Fig. 10.10(g) behaves qualitatively

similar to the standard synchronization measure P2 defined in Eq. (10.5.2). The

existence of the blockade at K = 0 is therefore also confirmed by P2, see Fig. 10.10(h)

and Fig. 10.11(a).

The synchronization blockade is lifted for K ≠ 0 [Lörch et al. (2017)], as shown

in Figs. 10.10(e) and 10.10(g). For δ = 0 and K > 0 (K < 0) the relative phase of

both oscillators locks to ϕAB = π (ϕAB = 0), see Fig. 10.11(c). To understand this

behavior, we investigate the mean-field equations in more detail. We examine the

phase-locking behavior by expanding Eq. (10.5.6) about the radii r1 and r2 of the limit

cycles for the two cases: (i) equal radii rA, rB ≈ rα and (ii) different radii rA ≈ rα
and rB ≈ rβ, where j ∈ {A,B}, α, β ∈ {1, 2}, and α ̸= β. For equal radii, we choose
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rj = rα + rj,1gAB/γ1 + rj,2(gAB/γ1)
2,

rA,1 = − sin(ϕAB)

4rα(r2α − r2β)(r
2
α − r2c )

γ1
γ4

= −rB,1 , (10.5.7)

rA,2 = sin2(ϕAB)
9r2α(r

2
β + r2c )− 5r2βr

2
c − 13r4α

32r3α(r
2
α − r2β)

3(r2α − r2c )
3

γ21
γ24

= rB,2 . (10.5.8)

Note that since r1 < rc < r2, the product (r2α − r2β)(r
2
α − r2c ) > 0 in the denominators

is always positive. The resulting equation of motion of the relative phase ϕAB when

expanding both twin limit cycles about rα, see Figs. 10.10(e) and 10.10(g), reads

ϕ̇AB =− δ +
4gABKr

2
α sin(ϕAB)− g2AB sin(2ϕAB)

2r2α(r
2
α − r2β)(r

2
α − r2c )γ4

. (10.5.9)

If δ = K = 0, bistable locking to ϕAB = 0, π occurs, which corresponds to the

synchronization blockade due to the absence of first-order phase locking. Thus, the

system is in the synchronization blockade between the limit cycles of the same type

of the TLCs at K = 0. For δ = 0 and K > 0 (K < 0), the relative phase between

both inner or outer limit cycles locks to a single value ϕAB = π (ϕAB = 0). Thus, for

K ̸= 0, the blockade is lifted. In the case of equal radii, the mean-field prediction

coincides with the quantum results.

For different radii rA = rα + rA,1gAB/γ1 and rB = rβ + rB,1gAB/γ1, we obtain

rA,1 = − rβ sin(ϕAB)

4r2α(r
2
α − r2β)(r

2
α − r2c )

γ1
γ4
, (10.5.10)

rB,1 = − rα sin(ϕAB)

4r2β(r
2
α − r2β)(r

2
β − r2c )

γ1
γ4
. (10.5.11)

The equation of motion for the relative phase reads

ϕ̇AB =− δ − 2K(r2α − r2β) + gAB

r2α − r2β
r1r2

cos(ϕAB)

+ gABK
r21 + r22 − r2c

r1r2(r2c − r21)(r
2
2 − r2c )γ4

sin(ϕAB) . (10.5.12)

For δ = K = 0, these mean-field equations lead to locking to a single value of the

relative phase. In contrast to the quantum case, the relative phase in Eq. (10.5.12)

locks to ϕAB = −π/2 for (α, β) = (1, 2) ↔ (in, out) and to ϕAB = π/2 for (α, β) =

(2, 1) ↔ (out, in). Choosing δ = 0 and K > 0 (K < 0) in Eq. (10.5.12) leads to a

shift of the locking phase toward ϕAB = 0 (ϕAB = π). This shift contradicts the

quantum result too, see Fig. 10.11(c). In conclusion, the mean-field analysis performed

here is suitable to predict the locking of the relative phases of (i) equal limit cycles

(α, β) = (in, in), (out, out) of two coupled TLCs but fails to describe the locking of (ii)

different limit cycles (α, β) = (in, out), (out, in). An explanation might be that in the

quantum Liénard system, both limit cycles are not strictly separated like the basins of
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Figure 10.12: Mutual information I(ρα,β)× 103 for identical TLCs with δ = 0 and γAj = γBj .
(a)–(c) Evaluated for truncated density matrices ρα,β , see Eq. (10.5.14). (d) Evaluated for
the full density matrix ρ. The black curves denote contour lines at 0.1. The blockade at
K = 0 is not as prominent as in Pα,β

2 , see Fig. 10.10.

attraction in the classical analogue. Therefore, locking mechanisms of different pairs

of limit cycles of two TLC oscillators interplay.

10.5.2 Quantum Mutual Information

Another measure of quantum synchronization is the quantum mutual information

[Ameri et al. (2015)],

I(ρ) = S(ρA) + S(ρB)− S(ρ) , (10.5.13)

where S is the von Neumann entropy and ρj are reduced density matrices. For

mixed states, the quantum mutual information contains both classical and quantum

correlations. To quantify the correlation between different limit cycles of the TLC

oscillators, we truncate the density matrices as follows

ρα,β = Tr
[
Iα
AIβ

Bρ
]
. (10.5.14)

In Fig. 10.12, we show the mutual information for truncated density matrices as well

as the full density matrix. The behavior of the mutual information is qualitatively

similar to that of Pα,β
2 shown in Fig. 10.10. It exhibits a dip around the blockade

region at K = 0 for the limit cycles (in, in) and (out, out), although it does not vanish

completely. In contrast, the mutual information evaluated for the full density matrix

contains information about synchronization between different limit cycles and also

the blockade effect between similar limit cycles. Hence, the mutual information is not

reduced significantly around the blockade. Therefore, even if the mutual information

reflects the blockade at K = 0, it does not capture the blockade as much as Pα,β
2 .

10.5.3 Persistence of the Quantum Synchronization Blockade

In this section, we compare the stability of the synchronization blockade of coupled

TLCs with the one of standard limit cycles, i.e., the range of dissipation rates γAj for

which the blockade (bistable locking) persists. If there are two equally high maxima in

Pα,β
2 at a given value of the ratio γAj /γ

B
j , the blockade (bistable locking) occurs. In the
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Figure 10.13: Regions of the quantum synchronization blockade of two TLCs for gAB = γA1 ,
γA1 = γB1 , γB2 = 2.5γA1 , γ

B
3 = 1.04γA1 , and γ

B
4 = 0.096γA1 . In each column, only a single ratio

γAj /γ
B
j is varied. (a)–(c) P in,in

2 . (d)–(f) P out,out
2 . In all panels, maxima in ϕAB are denoted

by dash-dotted lines. The color scale is linear in the interval [−10−6, 10−6] and logarithmic
elsewhere.

mean-filed equations, the equality of the radii seem to be sufficient to lead to vanishing

interactions at K = 0, see Eq. (10.5.6). When coupling a standard limit-cycle oscillator

A to a TLC oscillator B and varying the ratio γA2 /γ
B
2 while keeping γBj fixed, no

blockade emerges between the standard limit cycle and neither of the limit cycles in

the TLC. Thus, to show the synchronization blockade effect between two quantum

oscillators, the states need to be identical and not only the radii of their limit cycles.

Naively, based on the mean-field equations, one could have guessed that when the

radius of the standard limit cycle matches one of the radii of the TLC a blockade

occurs.

In a system of two coupled TLC oscillators, we vary the rates γA2 , γ
A
3 , and γA4

individually by keeping γA1 = γB1 , γB2 = 2.5γA1 , γ
B
3 = 1.04γA1 , and γ

B
4 = 0.096γA1 fixed.

The resulting blockades are illustrated in Fig. 10.13 and exist in a narrower range of

γAj /γ
B
j ∈ [0.97, 1.03] compared to the system of two standard limit cycles presented in

Fig. 7.6(a). Thus, the blockade in a pair of TLCs is more susceptible to variations in

gain and damping rates than that of two standard limit cycles.

10.6 Experimental Realization

The effects discussed here can be potentially observed in a trapped-ion experiment

similar to [Behrle et al. (2023)] that demonstrated quantum synchronization of a

phonon laser to an external signal. The setup consists of a calcium and a beryllium

ion in a radio-frequency trap that share a common harmonic mode of motion which is
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Figure 10.14: Preliminary data showing that a multi-limit-cycle oscillator can be realized
by the nonlinear phonon-ion interaction described in Eq. (10.6.1). The parameters are
sBSB = −sRSB = 1, ΩBSB

0 = ΩRSB
0 = 0.1κ, ηBSB = 0.8, and ηRSB = 0.9. (a) Wigner function

and marginals of the final state of a time evolution of duration κt = 103 starting from a
coherent state |α = 2⟩. (b) Populations ρn,n of the final state. The curves correspond to the
heating ΩBSB

n,n+1 and cooling ΩRSB
n,n−1 sidebands, see Eq. (10.6.1). Populations of Fock numbers

n ≥ 19 are smaller than 10−4. A video of the time evolution can be found at [Kehrer (2025)].

denoted by the annihilation operator a. To realize nth-order gain (mth-order damping)

in the Lamb-Dicke regime, one has to implement a sideband heating (cooling) laser

that is detuned from a particular transition in the ion energy-level scheme [Leibfried

et al. (2003)]. If this detuning equals n (−m) times the energy of the harmonic mode

and assuming fast ion decay with respect to the timescales of the motion in the trap,

an effective jump operator L = a†n (L = am) is realized. For each dissipator in

Eq. (10.2.1), a distinct ion transition has to be chosen. Therefore, to realize the four

gain and damping channels of a TLC, two spin transitions per ion have to be driven

with one of the four red and blue sideband lasers each.

Alternatively, the setup can be operated outside Lamb-Dicke regime [Rojkov et al.

(2024)] making use of the higher-order contributions presented in Eq. (3.3.10) of

Sec. 3.3.2. Here, one internal transition (first sideband) for each heating and cooling is

driven. Both transitions decay at rate κ. The intrinsic nonlinearity of the phonon-ion

interaction leads to the stabilization of multiple limit cycles. We recall the equation

of the effective Rabi frequencies [Leibfried et al. (2003)],

Ωn,n+s = Ωn+s,n = Ω0| ⟨n+ s| eiη(a†+a) |n⟩ | = Ω0η
|s|e−η2/2

√
nmin!

nmax!
L|s|
nmin

(η2) ,

(10.6.1)

where

nmin = min(n, n+ s), nmax = max(n, n+ s) , (10.6.2)
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and L
|s|
n (x) are the generalized Laguerre polynomials, see Eq. (3.3.12). In Fig. 10.14,

preliminary data for the stabilization of a multi-limit-cycle state is shown for sBSB =

−sRSB = 1, ΩBSB
0 = ΩRSB

0 = 0.1κ, ηBSB = 0.8, and ηRSB = 0.9. For Fock states

|n⟩ for which ΩBSB
0 > ΩRSB

0 (ΩBSB
0 < ΩRSB

0 ), population is moved to higher (lower)

n. Therefore, state populations accumulate close to crossing points n∗ at which

ΩBSB
0 = ΩRSB

0 and when the heating dominates for slightly smaller Fock numbers

n ≲ n∗. The time evolution of duration κt = 103, starting from a coherent state

|α = 2⟩, results in a state whose Wigner function exhibits multiple local maxima along

the radial direction. A video of the time evolution can be found at [Kehrer (2025)]12.

More thorough studies of the various model parameters have to be performed in the

future.

10.7 Conclusion

We have presented a quantum Liénard system whose steady state hosts two coexisting

limit cycles. This is qualitatively different in the classical analogue without noise,

where the phase space of the oscillator splits in distinct basins of attraction for each

limit cycle. Due to the coexistence of both limit cycles, the quantum system exhibits

surprising synchronization behavior: coherently driving this quantum twin limit cycle

(TLC) oscillator, each of the two limit cycles locks to a distinct phase when the

oscillator is detuned from the drive or in the presence of a Kerr nonlinearity. Varying

the detuning or the Kerr nonlinearity, the inner limit cycle exhibits a larger phase

shift than the outer one. In contrast, the induced phase shift of a standard quantum

van der Pol oscillator increases monotonically with its radius. A pair of coherently

coupled identical TLC oscillators shows an apparent paradoxical effect: the relative

phase of two equal-sized limit cycles of oscillators A and B exhibits bistable locking,

i.e., the oscillators are in the quantum synchronization blockade. Simultaneously, two

limit cycles of different radius lock to a single value of the relative phase. Therefore,

in a pair of TLCs, both synchronization and blockade coexist within the same steady

state. Moreover, the range of the gain and damping rates in which the blockades exist

is smaller than in the case of standard quantum limit-cycle oscillators. In conclusion,

TLCs exhibit synchronization properties that differ in a qualitative way from those of

conventional limit cycle oscillators. They provide a foundation for exploring complex

collective dynamics and enable the understanding of quantum synchronization in more

general systems with multiple coexisting attractors.

Our setup can be extended by incorporating higher-order gain and damping channels,

leading to multiple local minima in the effective potential and, therefore, multiple

limit cycles. Another choice of dissipation channels that are more localized in Fock

space has been studied in [Rips et al. (2012)]. Employing such channels will lead to

multiple effective few-level limit cycles in Fock space centered at various Fock numbers.

Future directions also include the study of minimal examples, e.g., spin-2 oscillators

where both |±1⟩ are stabilized, as well as networks of TLCs. The study of classical

12Direkt link: https://tobias-kehrer.github.io/thesis/twin limit cycles/ [Accessed: July 26, 2025]
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10.7 Conclusion

multi-limit-cycle oscillators in the framework of synchronization and nonreciprocity

appears to be another path of research with rich physics. The analysis of multiple

limit cycles within a single quantum steady state opens a promising avenue within the

field of quantum synchronization with potential applications in quantum sensing and

entanglement generation.

The results and figures of this chapter have been published in parts in [Kehrer et al.

(2025)].
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Chapter 11

Conclusion and Outlook

In the recent years, impressive progress of quantum computing hardware has been

made. A precursor of fault-tolerant quantum computers are quantum simulators.

As an analogy, a fault-tolerant quantum computer can be used to perform quantum

simulations in a digital way whereas quantum simulators implement an analog simula-

tion of a quantum system. Including incoherent processes like gain and damping in

quantum simulation is of great interest. This thesis has presented contributions to

both hardware-oriented modeling of transmon qudits and theoretical studies of unique

quantum features of synchronization. Please consult the individual conclusions of each

chapter for a more detailed summary.

Part I: Quantum Computing on Superconducting Hardware

Summary

In the current noisy intermediate-scale quantum era, where fault-tolerant quantum

computing is not yet achieved, I believe studying quantum computing platforms as

a quantum simulator is the most promising avenue. Moreover, to unlock the full

potential of the physical implementation of a qubit, higher-excited qudit states of its

physical Hilbert space have to be taken into account.

In the example of a superconducting transmon qudit on IBM Quantum hardware,

in Ch. 4, we have presented a readout model that is used to compare the performance

of two proposed measurement strategies. The default strategy to measure two-

level qubit states is to maximize the distinguishability of both states. Applying

this strategy to qudits, i.e., multiple states, is in general not optimal since more

than two states have to be distinguished properly. One strategy we have proposed

operates, similar to the default strategy, at a single readout frequency that minimizes

the misclassification error of all relevant qudit states simultaneously. Moreover, we

have identified the parameter regime in which another strategy, i.e., combining the

outcomes of multiple measurements at distinct readout frequencies, outperforms the

single-frequency strategy. To prepare the Fock states of a ququart, i.e., the four lowest

eigenstates of a qudit, we have employed higher-order X gates by driving two-photon

transitions. One of the advantages of such gates is the speed-up of certain qudit

173



Chapter 11 Conclusion and Outlook

operations.

In order to enable the simulation of open quantum systems, e.g., quantum syn-

chronization that has been discussed in the second part of this thesis, on quantum

computing hardware that is optimized to realize unitary time evolutions, we have

investigated a strategy to engineer an effective incoherent gain. The model that has

been presented in Ch. 5, makes use of echo-sequence-like gate operations combined

with decay periods to map the native decay to both effective gain and damping. By

making the echo sequence asymmetric in time, the ratio of the effective gain and

damping rates can be tuned.

In this first part of the thesis, we have improved the default readout of a transmon

qudit. Considering it as a noisy quantum computing platform, we have shown that

native decay can be used to simulate an effective incoherent gain.

Outlook

The readout model studied in Ch. 4 inspires other measurement schemes. Further

improvements of qudit state readout can potentially be achieved by an adaptive

measurement scheme in which the readout frequency is updated sequentially between

bunches of data in the spirit of Bayesian inference, e.g., see [Granade et al. (2017),

Garćıa-Pérez et al. (2021)]. Partial information about the quantum state that is gained

after a fraction of the measurement might be used to improve the distinguishability of

the following parts of the measurement. Other schemes based on adapting readout

frequencies might involve neural networks that have already been used for improved

readout [Quek et al. (2021), Wang et al. (2025)].

Similar to our implementation of two-photon transitions for higher-order X gates,

multiphoton transitions can be utilized to improve other gate operations, even two-

qubit gates [Roth et al. (2017), Li et al. (2024)]. Future research involves to identify

further feasible higher-order-gate extensions of the universal qudit gate set [Gottesman

(1999), Fischer et al. (2023)].

To improve the quantum simulation of open multilevel models, the echo-sequences

presented in Ch. 5 have to be extended to qudits. In the three-level qutrit case, new

transitions including two-photon processes can be used to generate mixed states by

effective incoherent gain. A question that will be worthwhile to answer is: which

effective gain and damping operators can be realized in qutrit or qudit models using

such echo-sequence-like gate operations? Moreover, the faster decay of higher excited

transmon states [Fischer et al. (2022)] can be used to engineer a speed-up mixed-state

preparation in comparison to using qubit states only.

Part II: Quantum Synchronization of Oscillating Systems

Summary

In the second part of this thesis, we have focused on one family of open quantum

systems we would like to implement on a quantum simulator: limit-cycle oscillators
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that show quantum synchronization. Here, gain and damping stabilize a limit-cycle

state that exhibits a free phase that can be synchronized to an external signal or the

phase of other oscillators.

In Ch. 8, using an efficient operator representation of the synchronization measure, we

have studied two scenarios of coherently coupled spin-1 oscillators: (i) two oscillators,

one of which is driven coherently, and (ii) a chain of three oscillators. Between

pairs of oscillators a synchronization blockade occurs that suppresses standard first-

order locking of the relative phase of these oscillators such that only second-order

bistable locking remains. Here, the pair of spins locks in and out of phase with each

other. Another synchronization blockade between the drive and the driven spin exists.

Surprisingly, the two spins at both ends of the three-oscillator chain synchronize

similar to the undriven spin in the two-oscillator case that synchronizes to the external

drive. Since the mentioned synchronization blockades between directly coupled spins

persist, i.e., they are not lifted, we refer to this effect as locking through the blockades.

A similar interplay of synchronization mechanisms leading to (i) standard locking

to a single value of the relative phase between two oscillators and (ii) bistable locking

has been presented in Ch. 9. Here, three interactions compete in a setup of two

harmonic-oscillator-like modes. A dissipative interaction between both oscillators

induces antiphase locking in contrast to a coherent coupling that nurtures bistable

phase locking. A coherent drive that acts on one of the oscillators leads to in-

phase or antiphase locking depending on the ratio of the dissipative and coherent

interaction strength. The resulting phase diagram as well as emerging synchronization

blockades have been understood by a perturbation expansion of the steady state.

Quantum analogues of traveling-wave states originating from an effective nonreciprocal

interaction have been identified by maxima in the Fourier transforms of two-time

correlations as well as by quantum trajectory simulations. The classical analogues

of two and three oscillators based on their mean-field equations feature many highly

nontrivial active states.

In the last publication discussed in Ch. 10 of this thesis, a new avenue of quantum

synchronization has been identified: the study of multi-limit-cycle oscillators, i.e.,

quantum Liénard systems. We have proposed a model whose steady state hosts two

coexisting limit cycles, which we call a “twin limit cycle”. In contrast, in its classical

analogue without noise, the phase space of the oscillator splits into two separated

basins of attraction, one for each limit cycle. Due to the coexistence in the quantum

case, surprising synchronization effects have been found. We have proposed refined

quantum synchronization measures to access the locking behavior of the individual

limit cycles. The individual limit cycles of a single coherently driven twin limit

cycle lock to distinct phases. Moreover, a pair of coherently coupled twin limit-cycle

oscillators exhibits both synchronization and synchronization blockades in the same

steady state.

In this second part of the thesis, we have identified unique quantum effects of

synchronization in both spin-1 and harmonic-oscillator-like models. Moreover, a

new direction, the quantum synchronization of multi-limit-cycle oscillators, has been
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initiated.

Outlook

In Ch. 8, we have introduced an operator expression of the common synchronization

measure for multiple spins. Answering the question which operator products contribute

to the measure for larger spins will improve the study of quantum synchronization

in these setups. The drive-spin blockade occurring in spin-1 models of quantum

synchronization has no counterpart in harmonic-oscillator-like models. However, an

inter-oscillator blockade exists in both cases. This raises the question whether quantum

synchronization through the blockades that has been presented in Ch. 8 also exists in

a chain of three harmonic-oscillator-like oscillators.

Another set of future topics is related to squeezing and its impact on quantum

synchronization [Sonar et al. (2018), Shen et al. (2023)]. In Figs. 7.3(c) and 7.3(d),

steady states of models including higher-order squeezing have been shown. The number

of visual maxima in the Wigner functions corresponds to the order of squeezing. What

are the implications of this higher-order squeezing for the synchronization of single

driven oscillators and coupled oscillators? There might be frustration effects emerging

when coupling a second-order squeezed oscillator with a third-order squeezed oscillator.

Moreover, higher-order squeezing of a limit-cycle state might be studied in the context

of multifurcations, i.e., generalized bifurcations [Strogatz (2024), Chia et al. (2025)].

The squeezing of twin limit cycles might also lead to interesting behavior if both

limit cycles react differently to the squeezing drive as they do for a standard coherent

drive. Can the limit cycles be significantly off-centered and what are the consequences

for defining phases of a limit cycle in the sense of the quantum asymptotic phase [Kato

and Nakao (2022), Kato and Nakao (2023)]? In analogy of a driven spin-1 oscillator

[Roulet and Bruder (2018a)] as the minimal example of a driven quantum oscillator

[Lee and Sadeghpour (2013)], what is the minimal example of a twin limit cycle? One

candidate is a spin-2 oscillator, where both states with magnetic quantum number

plus or minus one are stabilized. In this regard, interesting questions are: (i) what

are suitable synchronization measures to resolve the individual limit cycles, (ii) which

choices of Lindblad operators can be considered, and (iii) does a new class of blockades

between multi-limit-cycles and a coherent drive exist?

In general, one could choose different dissipators that stabilize multiple limit cycles

that exhibit better effective control parameters of the size and width of each limit

cycles than those presented in Ch. 10. One example is dissipators with a Lorentzian

distribution of gain and damping rates in Fock space discussed in [Rips et al. (2012),

Lörch et al. (2017)]. Adjusting the center position and width of two of such Lorentzian

gain and damping channels will likely lead to easier control of twin limit-cycle states.

The proposal of a physical implementation of multi-limit-cycles presented in Sec. 10.6

makes use of the highly nonlinear interaction between the internal degrees of freedom

of a trapped ion and its motional modes outside the Lamb-Dicke regime [Leibfried

et al. (2003)]. Moreover, the resulting state space of a related scenario in which both

gain and damping channels are engineered by blue and red sidebands driven on the
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same ion transition, see Sec. 3.3.2, can be explored in the context of dissipative phase

transitions [Minganti et al. (2023), Beaulieu et al. (2025)]. Does the combination of

both setups, i.e., each of two independent ion transitions is used to implement both

gain and damping, feature squeezed limit-cycle states?

Another topic besides squeezing is nonreciprocity [Fruchart et al. (2021)]. Taking the

setup described in Ch. 9 as an inspiration, i.e, coherent and dissipative coupling, are

there also active steady states of nonreciprocally coupled twin limit-cycles? Moving on

from two to many twin limit-cycle oscillators, it will be worthwhile to study networks

of many multi-limit-cycle oscillators. Since large quantum many-body systems are

difficult to simulate, one might start with their classical mean-field equations. Even

in this classical description, interesting nontrivial active states might be found, e.g.,

traveling-wave states where oscillators jump between stable amplitude configurations.

Classical multi-limit-cycles are known in biochemistry [Laurent and Kellershohn

(1999), Enjieu Kadji et al. (2007), Feillet et al. (2014), Goldbeter and Yan (2022)].

An arguably highly speculative question is whether quantum synchronization of multi-

limit-cycle oscillators has implications for quantum chemistry. Another exploratory

project is the investigation of a quantum analogue of swarmalators that have been

mentioned in Sec. 6.6 as quantum active matter. A simple scenario to start with might

consider two spins 1 that are coupled via a harmonic oscillator. Interpreting these

oscillators as ions in a common trap [Behrle et al. (2023)], the coupling-mediating

mode corresponds to their relative motion. Extending this setup to multiple spins and

oscillators in a 2D trap, a special case of quantum swarmalators would be realized.

More physical implementations of quantum synchronization than the ones mentioned

in Ch. 7 can be expected in the near future. Several platforms like superconducting

circuits [Grimm et al. (2020)] or trapped ions [Behrle et al. (2023)] offer promising

control. The development of new approaches to realizing quantum synchronization

can work in both directions: (i) new architectures might be needed to implement

known quantum limit cycles and (ii) hardware limitations and hardware features could

inspire new ways of limit-cycle-state stabilization.
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W. Kutta, “Beitrag zur näherungsweisen Integration totaler Differentialgleichungen”,

Zeitschrift für Mathematik und Physik 46, 435–453 (1901).

L. D. Landau, “52 - On The Problem Of Turbulence”, in Collected Papers of L.D.

Landau, edited by D. ter Haar (Pergamon, 1965), pp. 387–391.

L. D. Landau and E. M. Lifshitz, Quantum Mechanics: Non-Relativistic Theory

(Elsevier, 1977).

A. W. Laskar, P. Adhikary, S. Mondal, P. Katiyar, S. Vinjanampathy, et al., “Observa-

tion of Quantum Phase Synchronization in Spin-1 Atoms”, Phys. Rev. Lett. 125,

013601 (2020).

M. Laurent and N. Kellershohn, “Multistability: a major means of differentiation

and evolution in biological systems”, Trends in Biochemical Sciences 24, 418–422

(1999).

P. C. Lauterbur,“Image Formation by Induced Local Interactions: Examples Employing

Nuclear Magnetic Resonance”, Nature 242, 190–191 (1973).

T. E. Lee, C.-K. Chan, and S. Wang, “Entanglement tongue and quantum synchro-

nization of disordered oscillators”, Phys. Rev. E 89, 022913 (2014).

T. E. Lee and H. R. Sadeghpour, “Quantum Synchronization of Quantum van der Pol

Oscillators with Trapped Ions”, Phys. Rev. Lett. 111, 234101 (2013).

D. Leibfried, R. Blatt, C. Monroe, and D. Wineland, “Quantum dynamics of single

trapped ions”, Rev. Mod. Phys. 75, 281–324 (2003).

G. A. Leonov and N. V. Kuznetsov, “Hidden Attractors in Dynamical Systems: from

Hidden Oscillations in Hilbert-Kolmogorov, Aizerman, and Kalman Problems to

Hidden Chaotic Attractor in Chua Circuits”, International Journal of Bifurcation

and Chaos 23, 1330002 (2013).
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H. Taher, S. Olmi, and E. Schöll, “Enhancing power grid synchronization and stability

through time-delayed feedback control”, Phys. Rev. E 100, 062306 (2019).
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