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Introduction

The field of optomechanics deals with systems in which optical and mechanical degrees
of freedom are coupled to each other. Interaction between light and mechanical ele-
ments was already considered centuries ago by Johannes Kepler, who studied the tails
of comets. Nowadays it is well known that light exerts a radiation pressure force on
objects. The momentum of the impinging light is transferred to the mechanical object
and thus influences its motion. Although the action of sunlight on comets looks spectac-
ular and impressive, the force due to a single photon is small compared to the inertia of
macroscopic objects. Nevertheless, radiation pressure has to be taken into account for
precision measurements and is a major issue e.g. for the detection of gravitational waves.
To make use of the radiation pressure force, it is convenient to use cavities to enhance
the light intensity and thereby the coupling strength. A typical optomechanical setup
consists of a cavity with one fixed and one moveable end-mirror, see Fig. 0.1 (a). The
light circulating in the cavity displaces the moveable mirror and thus changes the cavity
length. This, in turn, shifts the resonance frequency of the cavity, which influences the
intensity and thereby the force on the mirror. In general, systems where the coupling be-
tween optical and mechanical degree of freedom arises due to a displacement-dependent
cavity frequency are called dispersively coupled. The generic picture of a cavity with
one moveable mirror captures the main idea of such setups, however many different ex-
perimental realizations exist, including e.g. cantilevers, membranes or microcavaties (see
Fig. 0.2) with frequencies from Hz to GHz and masses from 10−20g to kg [1].

(a)

optics mechanics

optical bath mechanical bath

drive
optomechanical

interaction

dispersive coupling(b)

Figure 0.1.: (a) Typical optomechanical system implementing dispersive coupling be-
tween optics and mechanics. (b) Schematic picture illustrating the general
setup envisioned for dispersively coupled systems, also including coupling to
the environment.
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(a) (b) (c)

Figure 0.2.: (a) Cantilever tip with an attached mirror (picture taken from [2]). (b)
Superconducting microwave resonator including a micromechanical mem-
brane (picture taken from [3]). (c) Micro-toroidal resonator with an optical
whispering-gallery mode and mechanical breathing modes (picture taken
from [4]).

Interest in cavity optomechanical systems arises due to a wide range of possible ap-
plications in precision measurement, quantum information, and fundamental tests of
quantum mechanics [1,5–7]. Cooling such optomechanical systems to their ground state
is of importance, since it is a necessary condition for quantum state preparation. Driving
a dispersively coupled systems at a frequency that is red-detuned from the cavity reso-
nance can lead to cooling. This has been theoretically analyzed in Refs. [8, 9], and the
quantum ground-state has now been reached in several experiments [3,10]. In the strong-
coupling regime the optical and mechanical degrees of freedom hybridize. Normal-mode
splitting has been predicted [11], and it was subsequently observed [12] in the optical
output spectrum. If the system is probed with an additional probe field, the existence
of the two normal modes can lead to destructive interference and a narrow transparency
window at the cavity frequency [13]. For dispersive coupling this has been demonstrated
experimentally [14,15].

Figure 0.1 (b) illustrates the basic scheme of a dispersively-coupled optomechani-
cal system: optics and mechanics interact directly and couple independently to sep-
arate baths. Recently, a different kind of optomechanics has been proposed [16]: a
displacement-dependent cavity linewidth leads to a dissipative coupling between the me-
chanical and the optical degrees of freedom. This leads to a very different basic scheme,
since the mechanics manipulates the coupling of the optics to the optical bath by influ-
encing the cavity linewidth. Experimental realizations of this idea have been proposed
in the microwave domain for superconducting resonators [16] and in the optical domain
for a Michelson-Sagnac interferometer containing a moving membrane [17]. A first ex-
periment that demonstrated dissipative coupling has been carried out with a microdisk
resonator coupled to a nanomechanical waveguide [18]. It has been pointed out early on
that dissipative coupling enables ground-state cooling outside the resolved-sideband limit
and has potential applications in quantum-limited position measurements [16]. More-
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over, squeezing of the mechanical state [19] and normal-mode splitting in response to
a weak probe field [20] have been discussed in the context of the experimental setup of
Ref. [18]. However, up to date, many properties of dissipatively coupled systems remain
unknown.

In this Master Thesis we study the general case of an optomechanical system with
dispersive as well as dissipative coupling. The first chapter introduces the theoretical
model and gives a brief overview of proposed and realized experimental setups. In the
second chapter, we focus on weak coupling and employ a quantum noise approach to
calculate the force spectrum. From this we derive the optically-induced damping and
frequency shift of the mechanical oscillator, known as backaction damping and opti-
cal spring effect. In contrast to dispersive coupling, we find that dissipatively coupled
systems feature two parameter regions of amplification and two parameter regions of
cooling. The third chapter deals with features arising if strong optomechanical coupling
is applied and thus the exact solution to the linearized problem is used. We discuss the
mechanical and optical spectra and especially focus on the signatures of normal-mode
splitting. Moreover, cooling in the strong-coupling regime is briefly addressed using the
covariance matrix formalism. In the fourth chapter we present optomechanical induced
transparency as a convenient way to observe normal-mode splitting. Finally, we summa-
rize our results and give an outlook on open questions concerning dissipatively coupled
systems. Appendix A provides a list of variables and Appendix B some more detailed
calculations.

Note, that the main results of this work have been published in ”Strong-coupling ef-
fects in dissipatively coupled optomechanical systems”, Talitha Weiss, Christoph Bruder,
Andreas Nunnenkamp, New Journal of Physics, volume 15, 045017 (2013).
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1. Dissipatively coupled optomechanical
systems

This chapter introduces dissipatively coupled optomechanical systems. We present the
theoretical description considering dispersive and dissipative coupling, such that the
well-known results in the case of purely dispersive coupling are included as a special case
of our more general approach. From the Hamiltonian we derive and linearize Heisenberg
equations of motion which are the basis for most of the calculations done within this
thesis. Finally, we give an overview of proposed and realized experimental setups and
point out the differences to dispersively coupled systems.

1.1. Theoretical description

In this section we will provide the theoretical description used throughout this work
to describe optomechanical systems including both dispersive and dissipative coupling.
In Subsection 1.1.1 we introduce the Hamiltonian and derive Heisenberg equations of
motion for the mechanical and optical mode. These equations of motion are linearized
in Subsection 1.1.2 which also leads to a pair of classical equations.

1.1.1. Hamiltonian and equations of motion

We consider an optomechanical system consisting of a mechanical oscillator with reso-
nance frequency ωm and a cavity mode with resonance frequency ωc. Dispersive coupling
corresponds to a shift of the cavity resonance frequency due to the motion of the me-
chanical oscillator; dissipative coupling leads to a shift of the cavity damping rate κ due
to the mechanical motion. Using an expansion to first order in the displacement x̂m we
find

ωc(x̂m) ≈ ωc(0) +

(
dωc(x)

dx

)∣∣∣∣
x=0

x̂m√
κ(x̂m) ≈

√
κ(0) +

1

2

1√
κ(0)

(
dκ(x)

dx

)∣∣∣∣
x=0

x̂m,

(1.1)

where the dimensionless coupling strengths Ã (dispersive) and B̃ (dissipative) are defined

as Ãκ = −dωc(x)
dx x0 and B̃κ = dκ(x)

dx x0, respectively. Here, ωc ≡ ωc(0) and κ ≡ κ(0) are
the values of the uncoupled system at its equilibrium position. With ~ = 1, the size of
zero-point fluctuations is given by x0 = (2mωm)−1/2, with m the mass of the mechanical
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1.1. Theoretical description

oscillator. The Hamiltonian of the coupled system is given by [16]

Ĥ = ωc(x̂m)â†â+ ωmb̂
†b̂+

∑
q

ωq b̂
†
q b̂q − i

√
κ(x̂m)

2πρ

∑
q

(
â†b̂q − b̂†qâ

)
+ Ĥγ

= ωcâ
†â+ ωmb̂

†b̂−
[
Ãκâ†â+ i

√
κ

2πρ

B̃

2

∑
q

(
â†b̂q − b̂†qâ

)] x̂m
x0

+ Ĥκ + Ĥγ .

(1.2)

Regarding the second equality sign, the first term describes the cavity mode, where
â† (â) are bosonic creation (annihilation) operators. The second term describes the me-
chanical oscillator, where b̂† (b̂) are bosonic creation (annihilation) operators. The cavity
has a linewidth κ, and the mechanical oscillator is damped at a rate γ. The damping
due to the optical and mechanical bath is described by Ĥκ and Ĥγ , respectively. The
third term describes the optomechanical interaction, taking into account both disper-
sive and dissipative coupling. Here, b̂†q (b̂q) are bosonic creation (annihilation) operators
describing the optical bath coupled to the cavity, ωq is the frequency of the bath mode
q, and ρ denotes the density of states of the optical bath, treated as a constant for the
relevant frequencies. B̃ = 0 corresponds to the well-investigated case of purely dispersive
coupling and Ã = 0 to the case of purely dissipative coupling.

To derive the Heisenberg equations of motion, we adapt the input-output formalism
[21] to dissipative coupling, see Appendix B.1. This leads to the following expression√

κ

2πρ

∑
q

b̂q =
√
κâin +

κ

2
â+

κ

2

B̃

2

x̂m
x0
â, (1.3)

where âin is the optical input mode [22]. The new input-output relation is given by [17]

âin − âout = −√κâ−
√
κB̃

2x0
x̂mâ. (1.4)

Note that the last term only contributes for nonzero dissipative coupling and introduces
an explicit x̂m-dependence as well as a nonlinearity into the input-output relation.

Using Eq. (1.3), the Heisenberg equations of motion for the mechanical and the cavity
mode are

˙̂
b = −

(
iωm +

γ

2

)
b̂−√γη̂ + iÃâ†â− B̃

2

√
κ
(
â†âin − â†inâ

)
(1.5)

˙̂a = −i
(
ωc − Ãκ

x̂m
x0

)
â−

(
1 +

B̃

2

x̂m
x0

)
√
κâin −

1 + B̃
x̂m
x0

+

(
B̃

2

)2
x̂2
m

x2
0

 κ
2
â. (1.6)

However, it is not justified to keep the term proportional to x̂2
m in Eq. (1.6), since in

Eq. (1.1) only terms up to first order in x̂m were considered. Treating everything up
to second order in x̂m, it turns out that this term indeed drops out, see Appendix B.2.
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1.1. Theoretical description

Thus, the equations of motion correct up to first order in x̂m are

˙̂
b = −

(
iωm +

γ

2

)
b̂−√γη̂ + iÃâ†â− B̃

2

√
κ
(
â†âin − â†inâ

)
(1.7)

˙̂a = −i
(
ωc − Ãκ

x̂m
x0

)
â−

(
1 +

B̃

2

x̂m
x0

)
√
κâin −

(
1 + B̃

x̂m
x0

)
κ

2
â. (1.8)

1.1.2. Linearization

In the following, we consider a strong, coherent optical drive and linearize Eqs. (1.7) and
(1.8). Using â = (ā+ d̂)e−iωdt, b̂ = b̄+ ĉ, âin = (āin + ξ̂in)e−iωdt, and Eq. (1.3), we obtain
the linearized equations of motion in a frame rotating at the drive frequency ωd

˙̂c = −
(
iωm +

γ

2

)
ĉ−√γη̂+ iÃκ

(
ā∗d̂+ ād̂†

)
− B̃

2

√
κ
(
ā∗ξ̂in − āξ̂†in

)
− i B̃

2

(
Ω∗d̂+ Ωd̂†

)
,

(1.9)

˙̂
d = i

(
∆ + Ãκ

x̄

x0

)
d̂−κ

2

(
1 + B̃

x̄

x0

)
d̂−√κ

(
1 +

B̃

2

x̄

x0

)
ξ̂in+

(
iÃκā− κ

2
B̃ā− iΩB̃

2

)
x̂

x0
.

(1.10)
In this expression, ∆ = ωd−ωc is the detuning between drive and cavity frequency, Ω =
−i√κāin is the strength of the coherent laser drive, and x̂ = x0(ĉ†+ĉ) is the displacement
of the mechanical oscillator relative to its steady-state position x̄, i.e. x̂m = x̄+ x̂. The
thermal noise influencing the mechanical oscillator is described by the noise operators η̂
and η̂†. The bath coupled to the mechanical oscillator is assumed to be Markovian and at
a temperature T associated with an equilibrium phonon number nth = [exp(ωm/kBT )−
1]−1, i.e. 〈η̂†(ω)η̂(ω′)〉 = 2πδ(ω+ω′)nth and 〈η̂(ω)η̂†(ω′)〉 = 2πδ(ω+ω′)(nth+1) where kB
denotes Boltzmann’s constant. The operators ξ̂in and ξ̂†in describe the noise induced by

the optical bath which is assumed to be vacuum noise, i.e. 〈ξ̂in(ω)ξ̂†in(ω′)〉 = 2πδ(ω+ω′).
From Eq. (1.9) it is apparent that dissipative coupling B̃ has a twofold influence on

the motion of the mechanical oscillator: There is a cavity-mediated influence which is
very similar to the dispersive coupling term, except for the amplification by the drive
strength Ω instead of the cavity amplitude ā. In addition, dissipative coupling leads to
a direct influence of the optical bath on the mechanics.

In Eq. (1.10), dissipative coupling leads to a change in the damping rate κ, whereas
dispersive coupling Ã leads to a change in the detuning ∆. These shifts can be determined
from the steady-state solutions of the classical equations of motion

0 = ˙̄b = −
(
iωm +

γ

2

)
b̄+ iÃκ |ā|2 − i B̃

2
(Ωā∗ + Ω∗ā) (1.11)

0 = ˙̄a = i

(
∆ + Ãκ

x̄

x0

)
ā−

(
1 +

B̃

2

x̄

x0

)
iΩ−

(
1 + B̃

x̄

x0

)
κ

2
ā, (1.12)

where x̄ = x0(b̄ + b̄∗). These equations give rise to a static bistability, even if purely
dissipative coupling, i.e. Ã = 0, is considered. A brief discussion of the classical equations
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1.2. Experimental setups

can be found in Appendix B.3. However, to proceed we focus on parameters leading to
a unique solution and for which the shifts due to x̄ are sufficiently small. In this case we
use the steady-state solution of the uncoupled system, i.e. Ã = B̃ = 0, and Eqs. (1.11)
and (1.12) simplify to

0 = −
(
iωm +

γ

2

)
b̄ (1.13)

0 = i∆ā− iΩ− κ

2
ā, (1.14)

with solutions b̄ = 0, implying x̄ = 0, and iΩ = (i∆−κ/2)ā, providing a relation between
the intra-cavity amplitude ā and the drive strength Ω. Throughout this work we will
fix ā, hence the drive strength will vary depending on the detuning. Substituting the
steady-state results into Eqs. (1.9) and (1.10) we end up with

˙̂c = −
(
iωm +

γ

2

)
ĉ−√γη̂ + iÃκ

(
ā∗d̂+ ād̂†

)
− B̃

2

√
κ
(
ā∗ξ̂in − āξ̂†in

)
(1.15)

− B̃

2

[(
i∆ +

κ

2

)
ā∗d̂+

(
i∆− κ

2

)
ād̂†
]

˙̂
d = i∆d̂− κ

2
d̂−√κξ̂in +

[
iÃκā− κ

2
B̃ā−

(
i∆− κ

2

)
ā
B̃

2

]
x̂

x0
. (1.16)

1.2. Experimental setups

In this section we want to give a brief overview of proposed and realized setups for dissipa-
tive coupling. Figure 1.1 (b) shows the schematic circuit diagram of an implementation in
the microwave domain for superconducting resonators [16]. For comparison, Fig. 1.1 (a)
illustrates the schematic circuit diagram that implements a purely dispersively coupled
system. In both cases a LC-resonator plays the role of a cavity and an input capacitor
C1 determines the coupling to the drive from a feed line. This driving port is also as-
sumed to be the port through which fluctuations enter the system, i.e. it plays the role of
the optical bath. In the case of purely dispersive coupling the displacement-dependent
capacitor C0(x) modulates the resonance frequency of the LC resonator, whereas the
coupling to the feed line is constant. Thus, the interaction of the optical bath and drive
with the mechanical oscillator is completely mediated by the cavity, cf. Fig. 0.1 (b). In
contrast, a displacement-dependent input capacitor C1(x) leads to dissipative coupling,
since it modulates the effective drive strength and damping rate. Dissipative coupling
also leads to a cavity-mediated influence on the mechanics, but in contrast to dispersive
coupling it is proportional to the drive strength Ω and not to the intra-cavity ampli-
tude ā (cf. Eq. (1.9)). In addition, for dissipative coupling the mechanical displacement
enters directly in the coupling to the optical bath and thus the mechanical oscillator is
also directly influenced by the optical bath. This will lead to several new features in
dissipatively coupled systems.

In addition to this electromechanical setup, there is a recent proposal in the optical
domain to use a Michelson-Sagnac interferometer [17]. A moveable membrane is po-
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1.2. Experimental setups

C0(x) L

C1

←
âin

âout

→

C0 L

C1(x)

←
âin

âout

→

(a) dispersive (b) dissipative

(and dispersive)

Figure 1.1.: (a) Electromechanical implementation of a dispersively coupled system
(B̃ = 0). The resonance frequency of the LC resonator depends on the
displacement-dependent capacitance C0(x). The static input capacitor C1

determines the coupling strength between resonator and feed line. (b) Elec-
tromechanical implementation of a dissipatively coupled system [16]. Com-
pared to (a) only the role of the capacitors is interchanged. This leads to a
displacement-dependent coupling of the circuit to the feed line. As the total
capacitance and thus the resonance frequency is displacement-dependent,
the dispersive coupling is nonzero also in this case (i.e. Ã 6= 0 and B̃ 6= 0).

sitioned inside the interferometer and the complete configuration behaves like a cavity
with an effective, moveable mirror, see Fig. 1.2 A. Advantageously, such a setup allows
to tune the ratio of dispersive and dissipative coupling, i.e. Ã/B̃, and realize e.g. purely
dissipative coupling.

A first experimental demonstration of dissipative coupling was achieved with a mi-
crodisk coupled to a vibrating nanomechanical waveguide, see Fig. 1.2 B [18]. The
investigated device leads to dispersive and dissipative coupling, but with a dominating
dissipative coupling strength. It was demonstrated that dissipative coupling gives rise
to an optical force that can be either attractive or repulsive, depending on the detuning.
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1.2. Experimental setups

A

B

Figure 1.2.: A Proposed setup of a Michelson-Sagnac interferometer with a moveable
membrane M (a). The complete configuration behaves like a cavity with an
effective, moveable mirrorM (b) (picture taken from Ref. [17]). B Nanome-
chanical waveguide coupled to a microdisk, (a) schematic diagram, (b) scan-
ning electron microscopy image of the device (picture taken from Ref. [18]).
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2. Quantum noise approach

Although the linearized equations of motion can be solved exactly, see Sec. 3.1, additional
physical insight can be gained using a weak-coupling approach. The basic idea is to treat
the influences of the optomechanical coupling on the mechanical oscillator as additional
quantum noise sources. Most of the relevant properties are then connected to the weak-
coupling force spectrum, which is modified in the case of dissipative coupling compared
to purely dispersive coupling. In particular, we discuss optically-induced damping, the
optical spring effect and cooling of the mechanical motion, and compare the results for
different types of coupling.

2.1. The weak-coupling force spectrum

For sufficiently small coupling strengths the effects of the optomechanical coupling on
the mechanical oscillator, i.e. the influence of the force F̂ associated with the interac-
tion term in Eq. (1.2), can be treated as a quantum noise source. This allows to de-
rive transition rates between neighbouring phonon number states, Γn→n+1 and Γn→n−1,
given by Fermi’s Golden Rule. Defining an amplification rate Γ↑ = Γn→n+1/(n + 1) =
x2

0SFF (−ωm) as well as a cooling rate Γ↓ = Γn→n−1/n = x2
0SFF (ωm) independent of the

phonon number, both Γ↑ and Γ↓ are determined by the weak-coupling force spectrum

SFF (ω) [22,23]. To calculate SFF (ω) =
∫ +∞
−∞ dω′〈F̂ (ω)F̂ (ω′)〉/2π we use the backaction

force operator [16]

F̂ x0 = Ãκ(ā∗d̂+ ād̂†) + i
B̃

2

√
κ(ā∗ξ̂in − āξ̂†in)− B̃

2
(Ω∗d̂+ Ωd̂†) (2.1)

which can be determined from the interaction part of the Hamiltonian, i.e. the third
term of Eq. (1.2), using Eq. (1.3) in a linearized form. Since we assume weak coupling,
it is sufficient to take the influence of the original cavity field into account, i.e. we neglect
the modifications of d̂ due to the optomechanical coupling. Thus, we solve Eq. (1.16) in
absence of coupling, Ã = B̃ = 0. In Fourier space, this leads to d̂(ω) = −√κχc(ω)ξ̂in(ω),
where χc(ω) = [κ/2 − i(ω + ∆)]−1 denotes the cavity response function. Note that the
Fourier transformation is applied such that Q̂†(ω) = [Q̂(−ω)]† for all operators, thus

d̂†(ω) = −√κχc(−ω)ξ̂†in(ω). Substituting this solutions for d̂ and d̂†, and the relation
Ω = −iā(i∆− κ/2) into Eq. (2.1), the force operator becomes

F̂ x0 =
√
κ

[
−Ãκā∗χc(ω) + i

B̃

2
ā∗ + i

B̃

2
ā∗
(
−i∆− κ

2

)
χc(ω)

]
ξ̂in(ω) + H.c.. (2.2)
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2.1. The weak-coupling force spectrum
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Figure 2.1.: Weak-coupling force spectrum SFF (ω) in the case of purely dissipative cou-
pling (black solid line), purely dispersive coupling (green dashed line) and
for mixed coupling Ã/B̃ = 1 (blue dot-dashed line) at detuning ∆ = κ. The
grid lines indicate the maximum of the green dashed Lorentzian and the
zeros of the black solid and blue dot-dashed Fano line shape, respectively.

The weak-coupling force spectrum can be calculated using 〈ξ̂in(ω)ξ̂†in(ω′)〉 = 2πδ(ω+ω′)

and 〈ξ̂†in(ω)ξ̂in(ω′)〉 = 0, and is given by [16]

SFF (ω) =

+∞∫
−∞

dω′

2π
〈F̂ (ω)F̂ (ω′)〉

= κ

(
B̃|ā|
2x0

)2 ∣∣∣∣∣1 +

(
−i∆− κ

2
+ i

2Ãκ

B̃

)
χc(ω)

∣∣∣∣∣
2

(2.3)

= κ

(
B̃|ā|
2x0

)2

|χc(ω)|2
(
ω + 2∆− 2Ãκ

B̃

)2

.

In the general case of dispersive and dissipative coupling (or purely dissipative coupling)
the result is a Fano line shape which reduces to a Lorentzian in absence of dissipative
coupling, i.e. B̃ = 0. As discussed in Ref. [16] the Fano line shape originates from an
interference effect between the two ways of interaction with the mechanics. These two
processes act as two noise sources influencing the mechanical oscillator, and lead to the
two terms inside the absolute value in Eq. (2.3): The constant first term accounts for the
direct interaction between optical bath and mechanical oscillator and represents coupling
to a continuum. In contrast, the second term is filtered by the cavity response χc(ω) and
arises due to the influence of the cavity. The interference of these two contributions, the
direct action of the optical bath and its cavity-mediated influence, gives rise to the Fano
line shape. Purely dispersive coupling leads only to a filtered, cavity-mediated influence,
i.e. the mechanical oscillator is only affected by a single optical noise source, and no
interference can occur.
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2.2. Optical damping and optically-induced frequency shift

Figure 2.1 shows the force spectrum for purely dispersive, purely dissipative and
equally mixed coupling. Notably, the Fano line shape has an exact zero whereas the
Lorentzian has none. This zero can directly be read off the last equality of Eq. (2.3) and
leads to a relation between the detuning ∆ and the frequency ω, i.e.

∆0(ω) = −ω/2 + κÃ/B̃ (2.4)

determines the detuning for which SFF (ω) = 0. The importance of this feature of the
Fano line shape is due to the existence of an optimal detuning [16]

∆opt ≡ ∆0(−ωm) = ωm/2 + κÃ/B̃, (2.5)

which implies SFF (−ωm) = 0 and Γ↑ = 0. The implications of this for cooling will be
discussed in Section 2.3.

2.2. Optical damping and optically-induced frequency shift

In absence of optomechanical coupling the mechanical oscillator is coupled to the me-
chanical bath only. Thus the oscillator is damped at a rate γ which leads to a mean
phonon number in thermal equilibrium, nth. Together with the resonance frequency
ωm, these quantities determine the mechanical spectrum Scc(ω) which is a Lorentzian of
width γ (FWHM) with a peak at −ωm and an area of 2πnth.

The cooling and amplification rates Γ↓ and Γ↑, defined in the last section, lead to an
optically-induced damping γopt = Γ↓ − Γ↑ = x2

0[SFF (ωm) − SFF (−ωm)] and a minimal
phonon number nopt = Γ↑/x

2
0γopt = SFF (−ωm)/γopt [22,23]. In the presence of both the

mechanical bath and the optomechanical coupling, this results in a total damping γtot =
γ + γopt which determines the new width of the Lorentzian describing the mechanical
spectrum Scc(ω). Furthermore, the additional damping leads to a steady-state mean
phonon number nosc = (γnth + γoptnopt)/(γopt + γ), thus the area of the Lorentzian is
changed. Finally, optical damping affects the effective spring constant, corresponding to
a shift of the mechanical frequency given by δωm =

∫
dωSFF (ω)[1/(ωm − ω)− 1/(ωm +

ω)]/2π [8], see Appendix B.4 for a detailed derivation. In summary, the modifications of
the mechanical spectrum Scc(ω) due to weak optomechanical coupling can be described
by the parameters γopt, nosc and δωm.

So far our considerations do not explicitly depend on the type of the coupling. How-
ever, the force spectrum SFF (ω) contains this information, i.e. its shape depends on
the applied coupling. Figure 2.2 (a) shows the optical damping for purely disper-
sive and purely dissipative coupling. Since B̃ = 0 means that the force spectrum is
a Lorentzian, the optical damping γopt is given by the difference of two Lorentzians.
Choosing ∆ ≈ −ωm maximizes the optical damping rate. In contrast, since the force
spectrum SFF (ω) is a Fano line shape for dissipative coupling (purely or in addition to
dispersive coupling), the optical damping rate is modified [16]. The maximum is shifted
farther away from the mechanical resonance frequency ωm and for |∆| � κ the opti-
cal damping rate decreases more slowly than a Lorentzian and is proportional −1/∆.

14



2.3. Cooling in the weak-coupling limit
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Figure 2.2.: Optical damping γopt (a) and optically-induced frequency shift δωm (b) as a
function of detuning ∆. The dashed, green lines show the result for purely
dispersive coupling (Ãā = 0.4, B̃ = 0), the solid, black lines show purely
dissipative coupling (Ã = 0, B̃ā = 0.4). Blue (red) areas in (a) indicate
cooling (amplification). The sideband parameter is ωm/κ = 3.

Furthermore, for typical parameters we find two regions where the optical damping is
positive, thus providing cooling, as well as two regions with negative γopt, leading to
instability if γtot = γ + γopt < 0.

Figure 2.2 (b) shows the optically-induced frequency shift δωm for purely dispersive
and purely dissipative coupling. Dispersive coupling and cooling at ∆ = −ωm allows for
a vanishing frequency shift δωm = 0. In contrast, dissipative coupling leads to a nonzero
frequency shift δωm at ∆ = −ωm. It remains small for small detunings only, for large
values of ∆ it increases linearly. Note that this linear dependence is due to the fact that
we fix the number of photons inside the cavity |ā|2, which implies that the drive strength
Ω has to increase with the detuning ∆. Since dissipative coupling has a component
proportional to Ω, the effective dissipative coupling strength is increased. Fixing the laser
power instead, the intra-cavity amplitude ā decreases as 1/∆ and δωm ≈ (B̃|ā|)2∆/2
goes to zero in the limit of large detunings |∆| � ωm.

2.3. Cooling in the weak-coupling limit

One possible choice to achieve cooling with dissipative coupling is ∆ ≈ −ωm. Figure 2.3
shows that, for both purely dispersive and purely dissipative coupling, ∆ ≈ −ωm leads
to a strong decrease of the phonon number nosc. This is not surprising since the optical
damping γopt is maximized close to this detuning in both cases. However, large optical
damping alone is not sufficient to achieve the best cooling results in the sense of smallest
nosc. Notably, dispersive coupling at this detuning leads to smaller nosc despite the larger
optical damping rate of dissipative coupling, except for very small coupling strengths.
This is due to a larger nopt which also contributes to the mean phonon number nosc. Thus
it is of particular interest to achieve nopt as small as possible. For dispersive coupling this
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2.3. Cooling in the weak-coupling limit
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Figure 2.3.: Mean phonon number nosc as a function of detuning ∆ in the case of (a)
purely dispersive coupling and (b) purely dissipative coupling. The solid
lines show the result for (a) Ãā = 0.01 and (b) B̃ā = 0.01, respectively, the
dashed lines show (a) Ãā = 0.05 and (b) B̃ā = 0.05, and the dot-dashed
lines show (a) Ãā = 0.3 and (b) B̃ā = 0.3. Other parameters are ωm/κ = 3,
ωm/γ = 105, and nth = 100. Hatched areas indicate unstable regions due to
the criterion γtot < 0.

is linked to reaching the resolved-sideband limit [8]. In presence of dissipative coupling
the zero of the Fano line shape of SFF (ω), discussed in Section 2.1, leads to the optimal
detuning Eq. (2.5) where Γ↑ = 0 and thus nopt = 0 [16]. Therefore the optomechanical
coupling induces a cooling rate Γ↓ but no amplification rate Γ↑ and ground-state cooling
can be achieved if the drive strength is sufficiently large or the intrinsic damping γ small
enough. Fortunately these conditions are independent of the sideband parameter ωm/κ
and ground-state cooling can be performed in the unresolved-sideband regime that is
easier to reach experimentally. Finally, since the optimal detuning is part of the second
cooling region, ∆ = ∆opt is far from maximizing the optical damping rate, see Fig. 2.2
(a). Compared to the values of γopt achieved at ∆ = −ωm for either dispersive or
dissipative coupling, the optical damping rate at ∆ = ∆opt is rather small. Therefore, to
achieve considerable cooling despite the poor cooling rate, stronger coupling or smaller
intrinsic mechanical damping γ is required.

Note that in the case of purely dissipative coupling, i.e. Ã = 0, the optimal detuning
∆opt = ωm/2 corresponds to a blue detuned drive laser. On the contrary, driving a
dispersively coupled system (B̃ = 0) with this detuning would lead to amplification
rather than cooling.
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3. Strong coupling

In this chapter we want to investigate the influence of dissipative coupling on the
mechanical and optical spectra beyond weak coupling. These spectra have the form
Skq(ω) =

∫
dt〈k̂†(t)q̂(0)〉eiωt =

∫
dω′〈k̂†(ω)q̂(ω′)〉/2π and, in our case, require the solu-

tions of Eqs. (1.15) and (1.16). Thus, in Section 3.1, we solve the linearized equations
of motion (1.15) and (1.16) exactly for the general case, including both dispersive and
dissipative coupling. The stability of this solution is numerically checked for the set of
parameters used throughout this work. Then, using the exact solution, we determine
the trum in Section 3.2 and discuss its main features. We find normal-mode splitting
and a striking feature that can be traced back to the Fano line shape in the weak-
coupling force spectrum. Section 3.3 treats the optical spectra, i.e. the cavity and the
optical output spectrum which inherit features from the mechanical spectrum due to
the optomechanical coupling. We discuss the differences between the spectra of purely
dispersively coupled and purely dissipatively coupled systems. Finally, in Section 3.4 we
briefly comment on cooling in the strong-coupling regime and derive the mean phonon
number using the covariance matrix formalism.

3.1. Exact solution of the linearized equations of motion

To solve the linearized equations of motion (1.15) and (1.16) it is convenient to trans-
form them into Fourier space. Furthermore, due to their dependence on the hermitian
conjugates ĉ† and d̂† it is advantageous to proceed with the matrix equations

−iω
(
d̂

d̂†

)
=

(
i∆− κ/2

−i∆− κ/2

)(
d̂

d̂†

)
−√κ

(
ξ̂in

ξ̂†in

)

+

(
− B̃

2 [κā+ (i∆− κ/2)ā] + iÃκā − B̃
2 [κā+ (i∆− κ/2)ā] + iÃκā

− B̃
2 [κā∗ − (i∆ + κ/2)ā∗]− iÃκā∗ − B̃

2 [κā∗ − (i∆ + κ/2)ā∗]− iÃκā∗

)(
ĉ
ĉ†

)
(3.1)

and

−iω
(
ĉ
ĉ†

)
=

(
−iωm − γ/2

iωm − γ/2

)(
ĉ
ĉ†

)
−√γ

(
η̂
η̂†

)
+

(
− B̃

2

√
κā∗ B̃

2

√
κā

B̃
2

√
κā∗ − B̃

2

√
κā

)(
ξ̂in

ξ̂†in

)

+

(
− B̃

2 (i∆ + κ/2)ā∗ + iÃκā∗ − B̃
2 (i∆− κ/2)ā+ iÃκā

B̃
2 (i∆ + κ/2)ā∗ − iÃκā∗ B̃

2 (i∆− κ/2)ā− iÃκā

)(
d̂

d̂†

)
.

(3.2)
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3.1. Exact solution of the linearized equations of motion

Using the cavity response function χc(ω), Eq. (3.2) becomes(
d̂

d̂†

)
=−√κ

(
χc(ω)

χ∗c(−ω)

)(
ξ̂in

ξ̂†in

)

+

 χc(ω)
[
− B̃

2 (i∆ + κ/2)ā+ iÃκā
]

χc(ω)
[
− B̃

2 (i∆ + κ/2)ā+ iÃκā
]

χ∗c(−ω)
[
− B̃

2 (−i∆ + κ/2)ā∗ − iÃκā∗
]

χ∗c(−ω)
[
− B̃

2 (−i∆ + κ/2)ā∗ − iÃκā∗
]( ĉ

ĉ†

)
(3.3)

and is inserted into(
χ−1
m (ω)

χ∗−1
m (−ω)

)(
ĉ
ĉ†

)
=−√γ

(
η̂
η̂†

)
+

(
− B̃

2

√
κā∗ B̃

2

√
κā

B̃
2

√
κā∗ − B̃

2

√
κā

)(
ξ̂in

ξ̂†in

)

+

(
− B̃

2 (i∆ + κ/2)ā∗ + iÃκā∗ − B̃
2 (i∆− κ/2)ā+ iÃκā

B̃
2 (i∆ + κ/2)ā∗ − iÃκā∗ B̃

2 (i∆− κ/2)ā− iÃκā

)(
d̂

d̂†

)
,

(3.4)
where χm(ω) = [−i(ω − ωm) + γ/2]−1 denotes the mechanical response function. This
leads to(

χ−1
m (ω)

χ∗−1
m (−ω)

)(
ĉ
ĉ†

)
=−√γ

(
η̂
η̂†

)
−√κ

(
ā∗α(ω) −āα∗(−ω)
−ā∗α(ω) āα∗(−ω)

)(
ξ̂in

ξ̂†in

)

+

(
−iΣ(ω) −iΣ(ω)
iΣ(ω) iΣ(ω)

)(
ĉ
ĉ†

)
,

(3.5)

where we defined the auxiliary function α(ω) and the optomechanical self-energy Σ(ω)
as

Σ(ω) = ΣÃ(ω) + ΣB̃(ω) + ΣÃB̃(ω)
α(ω) = αÃ(ω) + αB̃(ω),

(3.6)

with
ΣÃ(ω) = −i(Ãκ|ā|)2 [χc(ω)− χ∗c(−ω)]

ΣB̃(ω) = i
(
B̃
2

)2
|ā|2

[
χc(ω)

(
i∆ + κ

2

)2 − χ∗c(−ω)
(
i∆− κ

2

)2]
ΣÃB̃(ω) = B̃Ãκ |ā|2

[
χc(ω)

(
i∆ + κ

2

)
− χ∗c(−ω)

(
i∆− κ

2

)] (3.7)

and
αÃ(ω) = iχc(ω)Ãκ

αB̃(ω) = B̃
2 − B̃

2 χc(ω)
(
i∆ + κ

2

)
.

(3.8)

In the purely dispersive case (B̃ = 0) the above definition of the optomechanical self-
energy Σ(ω) reproduces the notation used in [8]. Defining ΣB̃(ω) and ΣÃB̃(ω) in a
similar fashion, we can deduce the optical damping γopt = −2Im[Σ(ωm)] and frequency
shift δωm = Re[Σ(ωm)]. Note that this means that ΣB̃(ω) differs from the definition
in [16] by a factor of −2iωmχ

∗
m(−ω). Furthermore, each term of the optomechanical

self-energy fulfils Σ∗
X̃

(ω) = ΣX̃(−ω). This allows to use this property for Σ(ω) in Section
3.2 without specifying in the first place, weather purely dispersive, purely dissipative or
mixed coupling is treated.
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3.1. Exact solution of the linearized equations of motion

Finally, note that the definition of α(ω) is connected to the weak-coupling force spec-
trum, i.e. κ|ā|2|α(ω)|2 = SFF (ω)x2

0. This relation is valid independent of the type of the
applied coupling.

The solution for the mechanical mode ĉ is achieved from(
χ−1
m (ω) + iΣ(ω) iΣ(ω)
−iΣ(ω) χ∗−1

m (−ω)− iΣ(ω)

)(
ĉ
ĉ†

)
=−√γ

(
η̂
η̂†

)
−√κ

(
ā∗α(ω) −āα∗(−ω)
−ā∗α(ω) āα∗(−ω)

)(
ξ̂in

ξ̂†in

)
(3.9)

by calculating the inverse of the matrix on the left. Denoting the determinant of this
matrix as N (ω) = χ−1

m (ω)χ∗−1
m (−ω) + 2ωmΣ(ω), the result is given by(

ĉ
ĉ†

)
=−

√
γ

N (ω)

(
χ∗−1
m (−ω)− iΣ(ω) −iΣ(ω)

iΣ(ω) χ−1
m (ω) + iΣ(ω)

)(
η̂
η̂†

)
−
√
κ

N (ω)

(
χ∗−1
m (−ω)ā∗α(ω) −χ∗−1

m (−ω)āα∗(−ω)
−χ−1

m (ω)ā∗α(ω) χ−1
m (ω)āα∗(−ω)

)(
ξ̂in

ξ̂†in

)
.

(3.10)

The solution for the optical mode is obtained by substituting Eq. (3.10) into Eq. (3.3),(
d̂

d̂†

)
= −√κ

(
χc(ω)

χ∗c(−ω)

)(
ξ̂in

ξ̂†in

)

+

√
γ

N (ω)

 ā
[
B̃
2 − α(ω)

]
χ∗−1
m (−ω) ā

[
B̃
2 − α(ω)

]
χ−1
m (ω)

ā∗
[
B̃
2 − α∗(−ω)

]
χ∗−1
m (−ω) ā∗

[
B̃
2 − α∗(−ω)

]
χ−1
m (ω)

( η̂
η̂†

)

−
√
κ

N (ω)

 2iωm|ā|2
[
B̃
2 − α(ω)

]
α(ω) −2iωmā

2
[
B̃
2 − α(ω)

]
α∗(−ω)

2iωmā
∗2
[
B̃
2 − α∗(−ω)

]
α(ω) −2iωm|ā|2

[
B̃
2 − α∗(−ω)

]
α∗(−ω)

(ξ̂in

ξ̂†in

)
.

(3.11)
Remarkably, the exact solutions of the linearized equations of motion, Eqs. (3.10) and
(3.11), have the same structure for both types of coupling. Apart from an additional
contribution proportional to B̃ in Eq. (3.11), differences are hidden in the functions Σ(ω)
and α(ω). The additional dependence of ΣB̃(ω), ΣÃB̃(ω) and αB̃(ω) on the detuning ∆
arises since, for dissipative coupling, the equations of motion (1.9) and (1.10) contain a
term proportional to the drive strength Ω. The constant term in αB̃(ω) is due to the
direct interaction between the optical bath and the mechanical mode.

Finally, the fluctuations of the optical output are obtained by using âout = (āout +
ξ̂out)e

−iωdt and linearizing the input-output relation (1.4),

ξ̂in − ξ̂out = −√κd̂−√κāB̃
2

x̂

x0
. (3.12)
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3.1. Exact solution of the linearized equations of motion

Then, with Eqs. (3.10) and (3.11), we find(
ξ̂out

ξ̂†out

)
=

(
1− κχc(ω)

1− κχ∗c(−ω)

)(
ξ̂in

ξ̂†in

)
−
√
γ
√
κā

N (ω)

(
χ−1∗
m (−ω)α(ω) χ−1

m (ω)α(ω)
χ−1∗
m (−ω)α∗(−ω) χ−1

m (ω)α∗(−ω)

)(
η̂
η̂†

)

+
2iκωm
N (ω)

(
|ā|2α(ω)2 −ā2α(ω)α∗(−ω)

−(ā∗)2α(ω)α∗(−ω) |ā|2α∗(−ω)2

)(
ξ̂in

ξ̂†in

)
.

(3.13)
Note that in obtaining this result, we made use of N (ω) = N ∗(−ω) which is a conse-
quence of the same property of the optomechanical self-energy Σ(ω).

In the following sections and chapters we will use Eqs. (3.10), (3.11), and (3.13) e.g. to
calculate different spectra. However, in the case of purely dispersive coupling it is well-
known that unstable parameter regions exist where the linearization is not justified
and thus the solutions of the linearized equations are not appropriate to describe the
system. In the case of dissipative coupling, we know from the weak-coupling description
(cf. Chapter 2) that two unstable regions exist due to the criterion γtot < 0. To assure our
strong-coupling results we determine the stability of the linearized equations of motion.

In the time-domain, the system is described by four linear differential equations, i.e. the
linearized equations of motion (1.15) and (1.16), and their hermitian conjugates. Written
in a concise way, this system of differential equations is given by

d

dt


d̂

d̂†

ĉ
ĉ†

 = M


d̂

d̂†

ĉ
ĉ†

+ F


ξ̂in

ξ̂†in
η̂
η̂†

 , (3.14)

where the matrices M and F are defined as

M =


i∆ − κ

2
0 iÃκā− B̃

2

(
i∆ + κ

2

)
ā iÃκā− B̃

2

(
i∆ + κ

2

)
ā

0 −i∆ − κ
2

−iÃκā∗ + B̃
2

(
i∆ − κ

2

)
ā∗ −iÃκā∗ + B̃

2

(
i∆ − κ

2

)
ā∗

iÃκā∗ − B̃
2

(
i∆ + κ

2

)
ā∗ iÃκā− B̃

2

(
i∆ − κ

2

)
ā −iωm − γ

2
0

−iÃκā∗ + B̃
2

(
i∆ + κ

2

)
ā∗ −iÃκā+ B̃

2

(
i∆ − κ

2

)
ā 0 iωm − γ

2


(3.15)

and

F = −


√
κ 0 0 0

0
√
κ 0 0

B̃
2

√
κā∗ − B̃

2

√
κā

√
γ 0

− B̃
2

√
κā∗ B̃

2

√
κā 0

√
γ

 . (3.16)

The solution of Eq. (3.14) is stable, if the real part of all eigenvalues of M is negative.
Using the Routh-Hurwitz criterion, conditions for the parameters appearing in M can be
derived. However, for our purpose it is sufficient to numerically calculate the eigenvalues
for the set of parameters used throughout this work. Results of this calculations can be
seen in Figs. 3.1 (a) and 3.4. In summary, for dissipative coupling, we find two regions
of instability in good agreement with the condition γtot < 0. Furthermore, very strong
coupling leads to a third unstable region that is not predicted by the weak-coupling
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3.2. Mechanical spectrum

approach, i.e. it corresponds to a parameter set where γtot > 0. This, however, is
not unique to dissipative coupling. Very strong dispersive coupling leads an additional
unstable region as well.

3.2. Mechanical spectrum

Using the exact solution of the mechanical mode, Eq. (3.10), we calculate the mechanical
spectrum Scc(ω) =

∫ +∞
−∞

dω′

2π 〈ĉ†(ω)ĉ(ω′)〉 with the help of the known expectation values

of the input modes ξ̂in and η̂,

〈ξ̂in(ω)ξ̂†in(ω′)〉 = 2πδ(ω + ω′)

〈η̂†(ω)η̂(ω′)〉 = 2πnthδ(ω + ω′)

〈η̂(ω)η̂†(ω′)〉 = 2π (nth + 1) δ(ω + ω′).

(3.17)

The expectation values of all other combinations of two input modes are zero. Then,

Scc(ω) =

+∞∫
−∞

dω′

2π

{
γ

N (ω)N (ω′)
Σ(ω)Σ(ω′)〈η̂(ω)η̂†(ω′)〉

+
γ

N (ω)N (ω′)

[
χ−1
m (ω) + iΣ(ω)

] [
χ∗−1
m (ω′)− iΣ(ω′)

]
〈η̂†(ω)η̂(ω′)〉

κ

N (ω)N (ω′)
|ā|2χ−1

m (ω)α(ω)χ∗−1
m (ω′)α∗(−ω′)〈ξ̂in(ω)ξ̂†in(ω′)〉

}
,

(3.18)

and taking advantage of Σ(−ω) = Σ(ω)∗, this simplifies to

Scc(ω) =
γσth(ω) + κσopt(ω)

|N (ω)|2
, (3.19)

where σth(ω) = |Σ(ω)|2 (nth+1)+
∣∣χ−1
m (ω) + iΣ(ω)

∣∣2 nth and σopt(ω) =
∣∣χ−1
m (ω)

∣∣2 |ā|2|α(ω)|2.
This result is valid for purely dispersive, purely dissipative and both types of coupling
but has the same form as found in the case of dispersive coupling only [8]. For B̃ = 0
the result coincides with [8]; setting Ã = 0 the result coincides with [16].

Figure 3.1 (a) shows the mechanical spectrum Scc(ω) for strong dissipative coupling.
Dark areas indicate regions where the solutions of the linearized equations of motion are
unstable. This was numerically tested for the parameters used in Fig. 3.1 and coincides
with the regions where the total damping rate γtot from the weak-coupling approach is
negative. Whereas dispersive coupling leads to one unstable region for blue detuning,
dissipative coupling can lead to a second unstable region for red detuning in addition to
an unstable region for blue detuning. A third unstable region exists for even stronger
drive or large red detuning. This is not predicted by the behaviour of the optical damping
rate, i.e. it appears although γtot > 0.

Focusing on the stable regions, we find two prominent features. First, at ∆ = ∆opt =
ωm/2 a strong decrease of the phonon number 〈n̂〉 =

∫
dωScc(ω)/2π can be observed.

21



3.2. Mechanical spectrum

(a) (b)

(c)

Figure 3.1.: (a) Logarithm of the mechanical spectrum Scc(ω)κ as a function of detuning
∆. Parameters are ωm/κ = 3, ωm/γ = 105, nth = 100, Ã = 0, and B̃ā = 0.4.
The dark regions indicate regions of instability obtained from a numerical
calculation. The green curve gives half of the total damping rate, γtot/2, ob-
tained from the quantum noise approach with the origin shifted to (−2.5, 0).
The dashed lines show the real parts of the eigenvalues of the Hamiltonian
(3.20). (b) Scc(ω)κ for detunings ∆/ωm = 0.55, 0.5, 0.45 (from top to bot-
tom). (c) Scc(ω)κ for detunings ∆/ωm = −0.9,−1,−1.1,−1.2,−1.3 (from
top to bottom).

As mentioned in Chapter 2, this detuning is associated with cooling [16] and a special
case of the strong modifications of the mechanical spectrum at ∆0(ω). If ∆ = ∆0(ω),
the force spectrum SFF (ω) vanishes, which means that at this frequency ω only the
first term of Eq. (3.19), σth(ω), contributes to Scc(ω). Furthermore, Fig. 3.1 (b) shows
that, apart from the main peak close to the mechanical resonance ω = −ωm, there is a
broad contribution at a second frequency arising from σopt(ω)/|N (ω)|2. It is given as a
trade-off between the maximum of the Fano line shape of the force spectrum SFF (ω) at

ω = −4∆2+κ2

4∆ and the peak of |N (ω)|−2 at ω = −ωm. It is this contribution, away from
the mechanical resonance frequency, that finally limits the cooling due to its increasing
relevance with increasing coupling strength.

The second feature is found at ∆ = −ωm. Similar to the case of dispersive coupling,
we find normal-mode splitting even though slight quantitative differences appear. In
the following we use a simplified Hamiltonian to find an approximation that describes
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3.2. Mechanical spectrum

the splitting. Recall that dissipative coupling leads to two terms in the equations of
motion (1.9) and (1.10). We neglect the term proportional to the damping rate, i.e. the
direct influence of the optical bath on the mechanical oscillator, and only take the ef-
fect proportional to the drive Ω into account. Furthermore, we use the rotating wave
approximation and neglect the fast rotating terms d̂†ĉ† and d̂ĉ. Then, in the rotating
frame, the simplified, non-hermitian Hamiltonian is given by

Ĥ = −
(

∆ + i
κ

2

)
d̂†d̂+

(
ωm − i

γ

2

)
ĉ†ĉ+

[(
B̃Ω

2
− Ãāκ

)
ĉd̂† + H.c.

]
. (3.20)

Note that using this approximation, the difference between purely dispersive and purely
dissipative coupling only depends on whether the drive strength Ω or the intra-cavity
amplitude ā is fixed. Fixing Ω for purely dissipative and ā for purely dispersive coupling
leads to similar results. Instead fixing one parameter for both types of coupling, as done
here with a variable drive strength Ω and a fixed ā, leads to modifications of the splitting
due to an additional dependence on the detuning ∆. Since it is not possible to fix both
Ω and ā at the same time, mixed coupling will always lead to ∆-dependent modifications
arising from either the dissipative or the dispersive term.

In the general case of dispersive and dissipative coupling, the eigenvalues of the sim-
plified Hamiltonian (3.20) can be calculated as

E± = −iγ + κ

4
+
ωm −∆

2

±
√
− [γ − κ+ 2i (∆ + ωm)]2 + |ā|2

[
16(Ã2κ2 − ÃB̃∆κ) + B̃2 (4∆2 + κ2)

]
.

(3.21)

The energies corresponding to the two modes are the real parts of these eigenvalues E±,
whereas the imaginary parts contain information about the associated linewidths. We
show the real parts of the eigenvalues (calculated for Ã = 0) in Fig. 3.1 (a) and, despite
the simplifications, the energies fit the peak position of the spectrum very well. Differ-
ences to purely dispersive coupling arise since the dispersive coupling matrix element is
constant for fixed values of the cavity amplitude ā. In contrast, the dissipative coupling
matrix element depends on the drive strength Ω, which is a function of detuning ∆ if
ā is fixed. This affects the curvature of the modes and leads to ∆-dependent width of
the splitting. Moreover, the eigenvalues of the simplified Hamiltonian indicate that, in
the case of purely dissipative coupling, the splitting is no longer minimal at ∆ = −ωm.
Neglecting the damping terms in the Hamiltonian (3.20), the minimal splitting occurs
at ∆ = −ωm/(1 + B̃2|ā|2). Figure 3.1 (c) shows in detail how the single peak at the
mechanical frequency is split due to the optomechanical coupling.

We further investigate the eigenvalues E± from Eq. (3.21) to clarify at which coupling
strength normal-mode splitting appears in the mechanical spectrum Scc(ω). Figure 3.2
(a) shows that Re[E±] coincide well with the peak positions of the mechanical spectrum
as a function of coupling strength B̃ā. If ∆ = −ωm, small coupling corresponds to
degenerate energies, i.e. Re[E+] = Re[E−]. In this case, the argument of the square
root in Eq. (3.21) is real and negative. Thus, for small coupling, the root contributes
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Figure 3.2.: (a) Real part (black curves) and imaginary part (green curves) of the eigen-
values E± calculated from the Hamiltonian (3.20) as a function of coupling
strength. Solid (dashed) lines indicate purely dissipative (dispersive) cou-
pling. The plot is underlaid with the mechanical spectrum Scc(ω)κ as a
function of coupling strength B̃ā for ∆ = −ωm and Ã = 0. Other parame-
ters are ωm/κ = 3, ωm/γ = 105, and nth = 100. (b) Mechanical spectrum
Scc(ω) at ∆ = −ωm for different coupling strengths B̃ā between 0.1 and 0.4
in absence of dispersive coupling (Ã = 0).

only to the imaginary part of the eigenvalues and affects the linewidths given by κ and
γ respectively. With increasing coupling strength the linewidths approach their mean
value (κ+ γ)/2, which is reached where the root becomes zero. Then the modes Re[E±]
start to split whereas the linewidths remain unchanged. In case of purely dissipative
coupling at ∆ = −ωm, the critical coupling strength where mode-splitting starts is given
by B̃|ā| = (κ− γ)/

√
4ω2

m + κ2.
Furthermore, Fig. 3.2 (a) shows the approximated normal-mode splitting for purely

dispersive and purely dissipative coupling. For the set of parameters used, normal-
mode splitting due to dispersive coupling starts at a larger coupling strength than the
splitting obtained for purely dissipative coupling. Note, however, that this depends on
the sideband parameter ωm/κ, since the critical dispersive coupling strength at ∆ = −ωm
is given by Ã|ā| = (κ−γ)/(4κ). Thus, for ω2

m/κ
2 < 15/4, dispersive coupling would lead

to normal-mode splitting at a smaller coupling strength than dissipative coupling.
Finally note that if ∆ 6= −ωm, the root in Eq. (3.21) is complex valued and the modes

start with a finite energy separation from the uncoupled case.
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3.3. Optical spectra

3.3. Optical spectra

The optical spectra, especially the optical output spectrum, are experimentally easier
accessible than the mechanical spectrum. Purely dispersive coupling allows interaction
between the mechanical element and the optical output only via the cavity, such that
Sout
dd (ω) = κSdd(ω). Note that this is no longer the case for dissipative coupling since

there is direct influence of the mechanical oscillator on the output which is not mediated
by the cavity. Thus, we use the full solutions (3.11) and (3.13) to calculate both the
cavity and the optical output spectrum. Then, applying Eq. (3.17), we find

Sdd(ω) =
|ā|2|α(−ω)− B̃/2)|2

|N (ω)|2
[
4κ|ā|2ω2

m|α(ω)|2 + γ|χ−1
m (−ω)|2(nth + 1) + γ|χ−1

m (ω)|2nth

]
(3.22)

and

Sout
dd (ω) = κ

|α(−ω)|2
|α(−ω)− B̃/2|2

Sdd(ω). (3.23)

Apart from the factor κ, these two spectra differ by the subtraction of the constant
term from α(−ω). Recalling the definition of α(ω), Eq. (3.8), this means that dissipative
coupling contributes to the cavity spectrum Sdd(ω) only at frequencies filtered by the
cavity response |χc(−ω)|2. This leads to the enhancement of the lower sideband for
∆ < 0 and of the upper sideband if ∆ > 0, similar to the case of dispersive coupling. In
addition, due to the direct influence of the mechanical oscillator on the optical output,
dissipative coupling leads to a contribution to the output spectrum Sout

dd (ω) that is not
filtered by the cavity response. This is hidden in the definition of α(−ω) in Eq. (3.8).
Figure 3.3 illustrates the differences of the cavity spectrum (in units of κ) Sdd(ω)κ and
the optical output spectrum Sout

dd (ω) in the case of dissipative coupling, whereas for
purely dispersive coupling Sdd(ω)κ and Sout

dd (ω) are the same.
The optical output spectrum is connected to the displacement spectrum Sxx(ω) via

Sout
dd (ω) = SFF (−ω)Sxx(ω) [16]. Thus, it is possible to observe the features of the

mechanical spectrum Scc(ω) in the optical output spectrum. As shown in Fig. 3.4 (b)
we recover normal-mode splitting at ∆ = −ωm and find modifications of the optical
output spectrum Sout

dd (ω) for ∆ = ∆0(±ω). First, we can see the influence of ∆0 on the
mechanical spectrum Scc(ω) at ∆ = ∆0(+ω). Moreover, there is also the direct influence
through the weak-coupling force spectrum SFF (−ω), i.e. the optical output spectrum
becomes exactly zero if ∆ = ∆0(−ω). Figure 3.4 (a) shows Sout

dd (ω) in the case of purely
dispersive coupling for comparison. Normal-mode splitting can be observed as well, but
for purely dispersive coupling the detuning ∆0 has no special role. Note also the different
instability regions of the optical output spectrum, depending on the type of coupling.

For mixed coupling (i.e. Ã 6= 0 and B̃ 6= 0) the new features of dissipative coupling
are modified but do not disappear. In particular, there is a detuning ∆0(ω) such that
SFF (ω) = 0, cf. Eq. (2.4). However, its offset κÃ/B̃ depends on the ratio of the couplings
and leads to a shift of ∆0 compared to the purely dissipative case. Furthermore, mixed
coupling modifies the regions where γtot < 0 in the weak-coupling approach and the
corresponding changes of the unstable regions are captured by the numerical calculation.
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3.4. Cooling in the strong-coupling limit
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Figure 3.3.: (a) shows the cavity spectrum Sdd(ω)κ (blue solid line) and the optical
output spectrum Sout

dd (ω) for purely dissipative coupling B̃ā = 0.4, Ã = 0 at
detuning ∆ = ωm/2. (b) shows the section of (a) close to ω = ωm, where the
optical output spectrum becomes exactly zero. (c) and (d) show the cavity
spectrum Sdd(ω)κ (blue solid line) and the optical output spectrum Sout

dd (ω)
for purely dissipative coupling, and the cavity spectrum Sdd(ω)κ for purely
dispersive coupling (green solid line) at detuning ∆ = −ωm. The coupling
strength is either 0.1 (c) or 0.4 (d). All other parameter of this figure are
the same as in Fig. 3.1.

3.4. Cooling in the strong-coupling limit

As mentioned in Section 3.2, the mean phonon number 〈n̂〉 = 〈ĉ†ĉ〉 can be obtained from
the mechanical spectrum Scc(ω) by integration. In contrast to the weak-coupling result,
the mechanical spectrum calculated from the exact solutions to the linearized equations
of motion indicates that cooling at ∆ = ∆opt is limited [16]. This was already mentioned
in Section 3.2 where we discussed the contribution to Scc(ω) away from ω = −ωm shown
in Fig. 3.1 (b). It is a consequence of the Fano line shape in the force spectrum SFF (ω)
which leads to complete destructive noise-interference only exactly at the mechanical
frequency ωm.

To obtain an analytical expression for the final phonon number 〈n̂〉, we make use of

26



3.4. Cooling in the strong-coupling limit

Figure 3.4.: Logarithm of the optical output spectrum Sout
dd (ω) for (a) purely dispersive

coupling (Ãā = 0.4 and B̃ = 0) and (b) purely dissipative coupling (Ã =
0 and B̃ā = 0.4). Other parameters are the same as in Fig. 3.1. Dark
regions indicate regions of instability. The white line indicates an exact
zero of Sout

dd (ω). The dashed line indicates where the mechanical oscillator
experiences dissipative cooling associated with the white line in Fig. 3.1 (a).

the covariance matrix formalism. Defining the vectors

u(t) =


d̂

d̂†

ĉ
ĉ†

 ,uin(t) =


ξ̂in

ξ̂†in
η̂
η̂†

 , (3.24)

the covariance matrix V = 〈u(t)u(t)>〉 contains all possible two-operator combinations
of d̂,d̂†,ĉ, and ĉ†. Note, that these 16 combinations are not all independent. The mean
phonon number 〈n̂〉 which we want to derive, is one of the entries of V . We can write
down the linearized equations of motion (1.15) and (1.16) as a matrix differential equation
in the time-domain

u̇(t) = Mu(t)− Fuin(t), (3.25)

where M and F are the matrices defined in Eqs. (3.15) and (3.16). Then, the derivative
of the covariance matrix can be written as

V̇ = 〈u̇u>〉+ 〈uu̇>〉 = M〈uu>〉 − F 〈uinu
>〉+ 〈uu>〉M> − 〈uuin

>〉F>

= MV + V M> − F 〈uinu
>〉 − 〈uuin

>〉F>.
(3.26)

To calculate the expectation values appearing in the last two terms, we use the formal
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3.4. Cooling in the strong-coupling limit

solution of the inhomogeneous differential equation (3.25), which is given by

u(t) = eMtu(0)−
t∫

0

dt′eM(t−t′)Fuin(t′) (3.27)

and its transpose

u>(t) = u(0)>eM
>t −

t∫
0

dt′uin
>(t′)F>eM

>(t−t′). (3.28)

Then we find

〈uin(t)u>(t)〉 = 〈uin(t)u>(0)eM
>t〉 −

t∫
0

dt′〈uin(t)uin
>(t′)〉F>eM>(t−t′), (3.29)

where the first term is transient and vanishes for t→∞ if we focus on stable parameter
regions. The second term contains expectation values of all possible bath operator
combinations. Those are given in Eq. (3.17) and lead to

〈uin(t)uin
>(t′)〉 =


0 1 0 0
0 0 0 0
0 0 0 nth + 1
0 0 nnth 0

 δ(t− t′). (3.30)

Denoting this matrix

N =


0 1 0 0
0 0 0 0
0 0 0 nth + 1
0 0 nnth 0

 , (3.31)

and using t→∞ we can write the expectation value as

〈uin(t)u>(t)〉 = −
∞∫

0

dt′NF>eM
>(t−t′)δ(t− t′) = −1

2
NF>. (3.32)

Repeating the calculation for the expectation value from the last term in Eq. (3.26) leads
to

〈u(t)uin
>(t)〉 = 〈u(0)eMtuin(t)>〉 −

t∫
0

dt′eM(t−t′)F 〈uin(t′)uin
>(t)〉

= −
∞∫

0

dt′eM(t−t′)FNδ(t′ − t) = −1

2
FN .

(3.33)
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Figure 3.5.: Mean phonon number 〈n̂〉 obtained from the exact solution of the covariance
matrix formalism (black solid line), from the approximation Eq. (3.35) (green
dashed line), from numerical integration of Eq. (3.19) (red dashed line) and
nosc from the quantum noise approach of Chapter 2 (blue dashed line). (a)
shows 〈n̂〉 as a function of the mechanical damping γ, (b) as a function
of the effective coupling strength B̃ā. Parameters are ωm/κ = 3, nth =
100, ∆ = ωm/2, Ã = 0 and either B̃ā = 0.4 or ωm/γ = 105. In (b) the
approximation Eq. (3.35) is not visible since it coincides very well with the
exact and numerical solution.

Finally, substituting Eqs. (3.32) and (3.33) into the equation of motion of the covariance
matrix (3.26), we find

V̇ = MV + V M> +
1

2
FNF> +

1

2
FNF> = MV + V M> + D, (3.34)

where D = FNF>. The steady-state solution, V̇ = 0, of this equation can be calculated
exactly, e.g. using Mathematica. However, it means to solve a linear system of 16
equations, having 16 variables, although not all of them are independent. The result
is very cumbersome, thus we focus on purely dissipative coupling, i.e. Ã = 0, and the
entry of the covariance matrix V that gives the mean phonon number 〈n̂〉. Furthermore,
we neglect all terms proportional to the mechanical damping γ and keep only terms
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3.4. Cooling in the strong-coupling limit

containing the product γnth. Then, the result is given by

〈n̂〉 =
1

z

{
B̃4∆[−nthγ∆

(
4∆2 − 3κ2

)2 (
4∆2 + κ2

)
+ 8∆2κ

(
−16∆4 + 8∆2κ2 + 3κ4

)
ωm

−16∆κ
(
16∆4 + 4∆2(nthγ − 4κ)κ+ κ3(nthγ + 3κ)

)
ω2
m + 2κ

(
16∆4 − 104∆2κ2 + 5κ4

)
ω3
m

+64∆
(
−2κ3 + nthγ

(
4∆2 − 3κ2

))
ω4
m + 64κ3ω5

m]

−4nthγ
(
4∆2 + κ2

) [
κ2 + 4(∆− ωm)2

]
ω2
m

[
κ2 + 4(∆ + ωm)2

]
−2B̃6∆2

(
4∆2 − 3κ2

)
ωm
[
2nthγ∆

(
4∆2 + κ2

)
+ κωm

(
4∆2 + κ2 + 16∆ωm − 8ω2

m

)]
+4B̃2ωm[nthγ∆

((
4∆2 + κ2

)2 (−4∆2 + 3κ2
)

+ 8
(
16∆4 − 16∆2κ2 + 3κ4

)
ω2
m + 64κ2ω4

m

)
−κ
(
4∆2 + κ2

)
ωm(−2∆ + ωm)2

(
κ2 + 4(∆ + ωm)2

)]}
,

(3.35)
where

z = 32B̃2∆κω2
m

[
B̃2
(
4∆3 − 3∆κ2

)
+
(
4∆2 + κ2

)
ωm

] (
4∆2 − κ2 + 2B̃2∆ωm − 2ω2

m

)
.

(3.36)
Unfortunately, this result still gives not much insight, but it coincides well with the
result obtained by numerical integration of the mechanical spectrum Scc(ω) and can
be evaluated faster. Furthermore, Eq. (3.35) could be used to numerically optimize the
mean phonon number for certain parameters, e.g. the coupling strength B̃ā, the sideband
parameter ωm/κ or the detuning ∆.

Figure 3.5 (a) illustrates that the exact solution and the numerical integration of
Eq. (3.19) match very well. As expected, the approximation Eq. (3.35) is consistent with
the exact solution for sufficiently small mechanical damping γ. The phonon number nosc

calculated from the quantum noise approach applied in Chapter 2 differs from the exact
solution due to the used strong coupling, however it captures the behaviour for large γ,
i.e. small mechanical quality factors.

Figure 3.5 (b) shows the most striking difference between the weak-coupling solution
and the strong-coupling results: Whereas the quantum noise approach predicts unlimited
improvement of the cooling result with increasing coupling strength, the exact strong-
coupling calculation reveals that the phonon number increases again if the coupling
becomes too strong. An exact expression for this cooling limit remains to be derived.
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4. Optomechanically induced transparency
(OMIT)

In this chapter we will investigate the response of the optomechanically-coupled system
to a weak probe field, and show that purely dissipative coupling, i.e. Ã = 0, leads to
optomechanically-induced transparency. This is also a convenient way to observe normal-
mode splitting (NMS). We compare our findings to the purely dispersive case and give
an appropriate approximation that holds in the general case of dispersive and dissipative
coupling, i.e. Ã 6= 0 and B̃ 6= 0, in the resolved-sideband regime.

The probe field of frequency ωp is assumed to be weak compared to the drive field,
i.e. its optomechanical coupling can be neglected. Thus it is sufficient to account for
the probe laser by changing the optical input mode ξ̂in(ω) in an appropriate way and
neglecting additional coupling terms. In the preceding chapters, the operator ξ̂in denoted
vacuum fluctuations only, now it contains the probe field such that ξ̂in(t) = ξ̂vac(t) +
d̄probee

−iδt with 〈ξ̂in(t)〉 = d̄probee
−iδt. Here ξ̂vac describes the vacuum fluctuations of the

optical bath, δ = ωp−ωd denotes the detuning between probe and drive laser and d̄probe

is the amplitude of the probe laser.
We investigate the response to the probe field by evaluating the expectation value of

the optical output mode (3.13). Since 〈η̂〉 = 〈η̂†〉 = 0, the result is of the form

〈ξ̂out(t)〉 =

∫ +∞

−∞

dω

2π
〈ξ̂out(ω)〉e−iωt = A−e−iδt +A+eiδt. (4.1)

Recall that all calculations are done in a frame rotating with −ωd, thus the optical output
contains terms rotating at three frequencies: −ωd (drive frequency), −δ − ωd = −ωp
(anti-Stokes field) and δ − ωd = ωp − 2ωd (Stokes field). The contribution at the drive
frequency is not contained in Eq. (4.1) since we treated the coherent part of the drive
separately with Eqs. (1.11) and (1.12), i.e. ξ̂out only describes the fluctuations around
the strong drive field. A− and A+ are the complex amplitudes of the anti-Stokes and
Stokes field and are given by

A− =

[
1− κχc(δ) + 2iκωm

|ā|2α(δ)2

N (δ)

]
d̄probe, (4.2)

A+ = −2iκωm
ā2α∗(δ)α(−δ)

N (−δ) d̄∗probe. (4.3)

The anti-Stokes field rotates with the probe frequency −ωp, thus A− is the amplitude
of the original probe field modified due to interference with anti-Stokes scattered light
(δ > 0) from the drive field. Furthermore, A+ is the amplitude of the output field
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Figure 4.1.: Illustration of the relevant frequencies involved in OMIT, in the frame of
the drive ωd. (a) shows the frequencies contained in the full input mode,
i.e. the frequencies injected into the optomechanical system by the optical
drive ωd and the probe laser ωp. (b) illustrates the frequencies contained
in the full output-mode. The total contribution at −ωp = −ωd − δ results
from the interference of the injected probe field and a field at the same
frequency created through the optomechanical coupling of the drive field.
This is the origin of the OMIT signal. The weight of the frequencies created
by the optomechanical coupling strongly depends on whether the resonance
conditions of the optics and mechanics, indicated in (c), are met or not.

component rotating at a frequency ωp − 2ωd that is created by the optomechanical
coupling, i.e. Stokes scattering (δ > 0) of drive photons. Figure 4.1 illustrates the
involved frequencies.

Focusing on the anti-Stokes contribution at ∆ = −ωm where NMS appears in the
mechanical spectrum Scc(ω), Eq. (4.2) consists of three contributions to the amplitude
A−: The constant first term accounts for the initial probe field. The second term
represents the influence of the uncoupled cavity. Finally, the third term is nonzero
only for nonzero coupling and contains the influence of both dispersive and dissipative
coupling.

Using homodyne detection, different quadratures of the anti-Stokes field can be in-
vestigated experimentally. Figure 4.2 shows the real part of the anti-Stokes amplitude,
Re[A−]. In absence of optomechanical coupling the cavity leads to a Lorentzian-shaped
dip of width κ associated with the second term in Eq. (4.2). For nonzero coupling the
third term in Eq. (4.2) modifies the amplitude due to scattering processes from the drive
to this frequency. These processes are suppressed away from the mechanical resonance,
thus striking modifications occur only for δ ≈ ±ωm. There, an upper or lower sideband
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Figure 4.2.: The real part Re[A−/d̄probe] of the response at the probe frequency −ωp as
a function of the detuning between probe and drive field δ for ∆ = −ωm.
(a) and (b) show the case of purely dispersive coupling with Ãā = 0.1 and
Ãā = 0.4. (c) and (d) show purely dissipative coupling with B̃ā = 0.1 and
B̃ā = 0.4. Other parameters are the same as in Fig. 3.1. The green dashed
line shows the result in absence of coupling (Ã = B̃ = 0). The insets show
a magnification around δ = −ωm.

−ωd ± ωm is created and its frequency coincides with the probe frequency −ωp, which
gives rise to interference effects [14,15].

At δ = −ωm, scattering from the drive laser is not suppressed by the mechanical
response, but in the resolved sideband regime, i.e. ωm � κ, this process is highly off-
resonant with respect to the cavity frequency. Thus, the effect at this frequency is small.
As shown in the insets of Fig. 4.2, dissipative coupling leads to a larger contribution
at detuning δ ≈ −ωm than purely dispersive coupling. This originates from the direct
interaction between optical bath and mechanical oscillator: It gives rise to a constant
contribution to α(δ)2 in Eq. (4.2), i.e. a term not filtered by the cavity response function.

In contrast, if δ = +ωm and ∆ = −ωm, the probe frequency ωp coincides with the
cavity resonance ωc, giving rise to more prominent effects. The optomechanical coupling
leads to a narrow peak enclosed by a broad dip that appears also in absence of coupling.
For small coupling as shown in Figs. 4.2 (a) and (c), the width of this peak is given
by the width of the mechanical resonance. The mechanical linewidth, in turn, is given
by the intrinsic damping γ and broadened with increasing coupling strength due to the
additional optical damping γopt. In the case of sufficiently strong coupling, see Figs. 4.2
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(b) and (d), the two modes are separated by a peak that has a width comparable to or
larger than the width of each of the modes. The splitting increases for stronger coupling.

This general behaviour is shared by dissipatively and dispersively coupled systems,
but there are small differences: First, the width of the splitting in the case of purely
dissipative and purely dispersive coupling depends differently on the respective coupling
strength. Second, there is an increasing asymmetry between the two modes in the case
of dissipative coupling, whereas purely dispersive coupling leads to a splitting into two
anti-peaks that remain similar over a larger range of coupling strengths.

In analogy to the treatment of purely dispersive coupling [14], we assume that only
anti-Stokes scattering occurs. This can be described by simplified equations of motion
where we neglect coupling to d̂† and ĉ† in Eqs. (1.15) and (1.16), for details see Appendix
B.5. As a result 〈ξ̂out(t)〉 is still of the form of Eq. (4.1), but with new coefficients
A+

approx = 0 and

A−approx =

[
1− κχc(δ)− κ

|ā|2α(δ)2

χ−1
m (δ) + iΣ̃(δ)

]
d̄probe (4.4)

where Σ̃(ω) = Σ̃Ã(ω) + Σ̃B̃(ω) + Σ̃ÃB̃(ω). Here, Σ̃Ã(ω) = −i(Ãκ|ā|)2χc(ω), Σ̃B̃(ω) =

i(B̃/2)2 |ā|2 χc(ω)(i∆ + κ/2)2, and Σ̃ÃB̃(ω) = B̃Ãκ |ā|2 χc(ω)(i∆ + κ/2) denote only the
parts of the originally defined self-energies with weight at δ ≈ +ωm. In the case of
B̃ = 0 the approximation is the same as in Ref. [14]. For both dispersive and dissipative
coupling, the approximation is valid in the resolved-sideband regime, e.g. it does not
reproduce the feature at δ = −ωm which becomes more important if ωm is of the order
of κ or the coupling becomes too strong.
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Conclusion and outlook

In this thesis we have presented a detailed study of optomechanical systems featur-
ing both dissipative and dispersive coupling. Dissipative coupling originates from a
displacement-dependent cavity linewidth, whereas dispersive coupling originates from a
displacement-dependent cavity resonance frequency. We have pointed out new features
due to dissipative coupling as well as discussed differences of shared effects of dispersively
and dissipatively coupled systems. A quantum noise approach and the exact solution
to the linearized equations of motion have been used to investigate weak- and strong-
coupling properties, respectively.

For weak coupling we have calculated the optical damping and the optically-induced
frequency shift. Surprisingly, there are two regions leading to cooling and two regions
leading to amplification. This is a consequence of the Fano line shape in the force
spectrum which is absent for purely dispersive coupling. Notably, the weak-coupling
approach predicts unlimited cooling independent of the sideband parameter [16].

In the strong-coupling regime we have first derived the exact solution to the linearized
equations of motion in the general case of both dispersive and dissipative coupling.
Then, we calculated and discussed the mechanical and the optical spectra. Similar to
purely dispersive coupling, normal-mode splitting appears for sufficiently strong cou-
pling. Nonzero dissipative coupling additionally leads to a striking feature which orig-
inates from quantum noise interference. Since the exact strong-coupling calculations
shows that cooling of the mechanical motion is limited, we have applied the covariance
matrix formalism to derive an analytic expression for the final mean phonon number.
Finally, we have found that purely dissipative coupling can lead to optomechanically-
induced transparency which will be an experimentally convenient way to observe normal-
mode splitting.

In contrast to dispersively coupled systems, various properties of dissipatively coupled
systems remain yet unknown or to be explored in more detail. Although it was realized
from the beginning that dissipative cooling at the optimal detuning is not unlimited,
as indicated by a weak-coupling approach [16], an expression for the strong-coupling
limit has yet to be determined. Furthermore, properties of the optical output field,
e.g. squeezing and statistical behaviour like bunching or anti-bunching remain to be
investigated. Moreover, optomechanical systems including both types of coupling could
lead to interesting new features if the relative sign of the coupling strengths is considered.
Besides, also the classical equations of motion of dissipatively coupled optomechanical
systems still offer new options. The static bistability and the exact stability conditions
of the mean-field treatment need to be investigated in more detail.
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Appendix

A. List of variables

Variable Meaning First appearance/definition

Ã dimensionless dispersive coupling strength page 6

B̃ dimensionless dissipative coupling strength page 6
â†,â bosonic creation and annihilation operators of the op-

tical mode inside the cavity
page 7

d̂†,d̂ bosonic creation and annihilation operators of the fluc-
tuations of the optical mode inside the cavity

page 8

b̂†,b̂ bosonic creation and annihilation operators of the me-
chanical mode

page 7

ĉ†,ĉ bosonic creation and annihilation operators of the fluc-
tuations of the mechanical mode

page 8

x̂m operator of the mechanical displacement from its equi-
librium position

page 6

x̂ operator of the mechanical displacement relative to its
steady-state position x̄

page 8

x̄ steady-state position of the mechanical oscillator;
static shift from the equilibrium position due to op-
tomechanical coupling

page 8

n̂ phonon number operator page 21

b̂†q,b̂q operators of the optical bath mode q page 7
η̂†,η̂ fluctuations of the mechanical input mode; a sum of

mechanical bath operators
page 8/Eq. (3.17)

â†in,âin optical input mode page 7/Eq. (B.4)
āin coherent part of the optical input mode page 8

ξ̂†in,ξ̂in fluctuations of the optical input mode; a sum of optical
bath operators; used with a slightly different definition
in Chapter 4 (definition on page 31)

page 8/Eq. (3.17)

â†out,âout optical output mode page 7/Eq. (B.5)
āout coherent part of the optical output mode page 19
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Variable Meaning First appearance/definition

ξ̂†out,ξ̂out fluctuations of the optical output mode, a sum
of optical bath operators

page 19

ξ̂†vac,ξ̂vac vacuum fluctuations of the optical input mode;
a sum of optical bath operators; used only in
Chapter 4

page 31

F̂ operator of the optomechanical force page 12/Eq. (2.1)
ā intra-cavity amplitude page 8
b̄ coherent part of the mechanical mode page 8
Ω strength of the coherent laser drive page 8

d̄probe amplitude of the probe laser page 31
κ cavity linewidth page 6
γ damping rate of the mechanical oscillator page 7
γopt optical damping due to the optomechanical cou-

pling
page 14

γtot total damping of the mechanical oscillator (in-
cludes intrinsic and optical damping)

page 14

ωc cavity resonance frequency page 6
ωd frequency of the drive laser providing a coherent

drive
page 8

ωm resonance frequency of the mechanical oscillator page 6
ωp frequency of the probe laser page 31
ωq frequency of the optical bath mode q page 7
δωm optically-induced frequency shift page 14 and Appendix B.4
nth thermal equilibrium phonon number page 8
nopt minimal phonon number caused by coupling the

mechanics to the optics only
page 14

nosc steady-state mean phonon number (in presence
of a mechanical bath and the optomechanical
coupling)

page 14

Γn→n+1,Γn→n−1 transition rates between neighbouring phonon
number states

page 12

Γ↑(Γ↓) amplification (cooling) rate page 12

Ĥ Hamiltonian of the full system page 7/Eq. (1.2)

Ĥ2 Hamiltonian of the full system using a second
order expansion of κ and ωc in the displacement
x

page 43/Eq. (B.12)

Ĥ simplified, non-hermitian Hamiltonian to de-
scribe normal-mode splitting

page 23/Eq. (3.20)

Ĥκ Hamiltonian of the optical bath page 7

Ĥγ Hamiltonian of the mechanical bath page 7
∆ detuning between drive laser and cavity reso-

nance
page 8
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Variable Meaning First appearance/definition

∆0(ω) function that determines the relation between ∆
and ω such that SFF (ω) = 0

page 14/Eq. (2.4)

∆opt optimal detuning in presence of dissipative cou-
pling; implies SFF (−ωm) = 0

page 14/Eq. (2.5)

δ detuning between drive and probe laser page 31
χc(ω) cavity response function page 12
χm(ω) mechanical response function page 18
Σ(ω) optomechanical self-energy page 18/Eq. (3.6)

ΣX̃(ω) optomechanical self-energy due to coupling X̃ page 18/Eq. (3.7)

Σ̃X̃(ω) approximate optomechanical self-energy due to
coupling X̃, used in Chapter 4 only

page 34/Eq. (B.49)

α(ω) auxiliary function, also defined for different cou-
plings X̃ as αX̃(ω)

page 18/Eqs. (3.6),(3.8)

N (ω) auxiliary function page 19
σth(ω) auxiliary function page 21
σopt(ω) auxiliary function page 21
SFF (ω) weak-coupling force spectrum page 13/Eq. (2.3)
Scc(ω) mechanical spectrum 21/Eq. (3.19)
Sxx(ω) displacement spectrum page 25
Sdd(ω) cavity spectrum page 25/Eq. (3.22)
Sout
dd (ω) optical output spectrum page 25/Eq. (3.23)

A−(A+) amplitude of the negative (positive) frequency
component of the output mode

page 31/Eq. (4.2) and (4.3)

A+
approx(A−approx) approximate amplitude of the positive (nega-

tive) frequency component of the output mode
page 34/Eq. (4.4)

x0 zero point fluctuation of the mechanical oscilla-
tor

page 6

m mass of the mechanical oscillator page 6
ρ density of states of the optical bath page 7
T temperature associated with the thermal equi-

librium phonon number nth

page 8

kB Boltzmann’s constant page 8
t0 initial time, before the laser drive reaches the

cavity
page 41

t1 final time, after the light of the laser drive has
left the cavity

page 41

â operator defined for shorter notation only page 41
p an arbitrary pole page 50

ν(p) winding number of the integration path around
pole p

page 50

f(ω) an arbitrary function page 50
g(ω) the numerator of the arbitrary function f(ω) page 50
h(ω) the denominator of the arbitrary function f(ω) page 50
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Variable Meaning First appearance/definition

r0a, r1a, r2a residues corresponding to the poles in Fig. B.5
(a)

page 51/Eq. (B.39)

r0b, r1b, r2b residues corresponding to the poles in Fig. B.5
(b)

page 51/Eq. (B.39)

α the complete, closed integration path in Fig. B.5 page 50
β(t) parametrization of the arc that closes the inte-

gration path in Fig. B.5
page 50 and 51

u(t) vector containing the optical and mechanical op-
erators d̂, d̂†, ĉ, ĉ†

page 27/Eq. (3.24)

uin(t) vector containing the optical and mechanical in-
put modes ξ̂in, ξ̂†in, η̂, η̂†

page 27/Eq. (3.24)

M matrix containing the coefficients of the optical
and mechanical modes

page 20/Eq. (3.15)

F fluctuation matrix page 20/Eq. (3.16)
V covariance matrix page 27
N matrix containing the expectation values of the

input modes
page 28/Eq. (3.31)

D matrix defined as a combination of the matrices
N and F

page 29

D discriminant of a third order polynomial page 45
zB ’effective’ dissipative coupling strength; depends

on B̃ and properties of the mechanical oscillator
page 44

zA ’effective’ dispersive coupling strength; depends
on Ã and properties of the mechanical oscillator

page 46

zAB mixed coupling term, containing Ã, B̃ and prop-
erties of the mechanical oscillator

page 46

z auxiliary variable page 30/Eq. (3.36)
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B. Further calculations

B.1. Input-output relation including dissipative coupling

The input-output formalism [21,22] is a useful tool to describe the coupling of a system
to external heat baths in terms of input and output modes. In our case, it allows to
replace the bath-operators b̂q, e.g. appearing in the Heisenberg equation of motion of the
cavity mode â, by quantities with known expectation values. Since dissipative coupling
introduces an additional coupling of x̂m and b̂q (b̂†q), we have to modify the input-output
equation used for dispersive coupling. In this section we will not repeat the complete
derivation (for this see e.g. [22, 23]), but only point out the modifications that need to
be applied to account for both types of coupling.

The equation of motion for the bath operators in presence of dispersive and dissipative
coupling is given by

˙̂
bq = i

[
Ĥ , b̂q

]
= i
[
ωq b̂
†
q b̂q, b̂q

]
+

√
κ

2πρ

(
1 +

B̃

2

x̂m
x0

)∑
q′

[
â†b̂q′ − b̂†q′ â, b̂q

]
︸ ︷︷ ︸

=â

= −iωb̂q +

√
κ

2πρ

(
1 +

B̃

2

x̂m
x0

)
â.

(B.1)

Dissipative coupling leads to a new term proportional to the coupling strength B̃ and
introduces a non-linearity. However, for the purpose of the derivation, we can define

â(t) =
(

1 + B̃
2
x̂m(t)
x0

)
â(t) and proceed as it is done for the purely dispersive case. The

solution of the differential equation (B.1) can be expressed depending on some initial
time t0 < t in the distant past

b̂q(t) = e−iωq(t−t0)b̂q(t0) +

√
κ

2πρ

∫ t

t0

dτe−iωq(t−τ)
â(τ) (B.2)

or, formally equal, depending on a time t1 > t in the distant future,

b̂q(t) = e−iωq(t−t1)b̂q(t1)−
√

κ

2πρ

∫ t1

t
dτe−iωq(t−τ)

â(τ). (B.3)

Since Eq. (B.2) and Eq. (B.3) have the same structure as in the case of purely dispersive
coupling, we make use of the Markov approximation and follow the derivation for disper-
sive coupling, [22, 23]. The input (output) mode is not affected by dissipative coupling
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B.2. Second-order coupling

because its definition depends on the first term of Eq. (B.2) (Eq. (B.3)) only. Thus, we
find

âin =

√
κ

2πρ

∑
q

e−iωq(t−t0)b̂q(t0), (B.4)

and

âout =

√
κ

2πρ

∑
q

e−iωq(t−t1)b̂q(t1). (B.5)

Furthermore, Eqs. (B.2) and (B.4) lead to√
κ

2πρ

∑
q

b̂q =
√
κâin +

κ

2
â

=
√
κâin +

κ

2
â+

κ

2

B̃

2

x̂m
x0
â,

(B.6)

cf. Eq. (1.3), whereas using Eqs. (B.3) and (B.5) instead leads to√
κ

2πρ

∑
q

b̂q =
√
κâout −

κ

2
â

=
√
κâout −

κ

2
â− κ

2

B̃

2

x̂m
x0
â.

(B.7)

The final the input-output relation is obtained by equating Eq. (B.6) and Eq. (B.7),

√
κâin +

κ

2
â+

κ

2

B̃

2

x̂m
x0
â =
√
κâout −

κ

2
â− κ

2

B̃

2

x̂m
x0
â. (B.8)

It follows

âin − âout = −√κâ−
√
κB̃

2x0
x̂mâ, (B.9)

which is Eq. (1.4) given in Section 1.1.

B.2. Second-order coupling

In Eq. (1.1) we assumed a weak dependence of the cavity resonance frequency ωc and the
linewidth κ on the mechanical displacement, thus only terms up to first order in x̂m were
considered to achieve the Hamiltonian (1.2). Nevertheless, a quadratic term appears in
the equation of motion (1.6). In this section we show that, taking all second order terms
into account, this term drops out and indeed has no influence on the optomechanical
system. Moreover it turns out that, if second order coupling with respect to x̂m is
considered, another term has to be taken into account instead. To derive this, we expand
both ωc and κ up to second order with respect to the mechanical displacement x̂m,

ωc(x̂m) ≈ ωc(0) +
dωc(x)

dx

∣∣∣∣
x=0

x̂m +
1

2

d2ωc(x)

dx2

∣∣∣∣
x=0

x̂2
m

= ωc − Ãκ
x̂m
x0
− 1

2

(
∂Ã

∂x

)
κ

x0
x̂2
m

(B.10)
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B.2. Second-order coupling

and √
κ(x̂) ≈

√
κ(0) +

d
√
κ(x)

dx

∣∣∣∣∣
x=0

x̂m +
1

2

d2
√
κ(x̂)

dx2

∣∣∣∣∣
x=0

x̂2
m

=
√
κ

1 +
B̃

2

x̂m
x0
− 1

2

(
B̃

2

)2
x̂2
m

x2
0

+
1

4

(
∂B̃

∂x

)
κ

x0
x̂2
m

 (B.11)

where we identified the dispersive (Ã) and dissipative coupling strength (B̃). Assum-
ing that these coupling strengths itself do not explicitly depend on the displacement,
i.e. ∂Ã/∂x = ∂B̃/∂x = 0, the full second-order Hamiltonian is given by

Ĥ2 =

(
ωc − Ãκ

x̂m
x0

)
â†â− i

√
κ

2πρ

1 +
B̃

2

x̂m
x0
− 1

2

(
B̃

2

)2
x̂2
m

x2
0

∑
q

(
â†b̂q − b̂†qâ

)
+ ωmb̂

†b̂+ ωq b̂
†
q b̂q + Ĥγ .

(B.12)
This Hamiltonian, compared to the first order Hamiltonian Eq. (1.2), contains an addi-
tional term that couples x̂2

m to the optical bath modes b̂q. Thus, input-output theory is
affected and has to be modified. The Heisenberg equation of motion for the bath modes
is given by

˙̂
bq = i

[
Ĥ2, b̂q

]
= −iωb̂q +

√
κ

2πρ

(
1 +

B̃

2

x̂m
x0

)
â−

√
κ

2πρ

1

2

(
B̃

2

)2
x̂2
m

x2
0

, (B.13)

which contains a new quadratic term compared to Eq. (B.1). However, the input-output
formalism can still be derived completely analogous to the case of purely dispersive, or
first order dissipative coupling, cf. Appendix B.1. We find√

κ

2πρ

∑
q

b̂q =
√
κâin +

κ

2
â+

κ

2

B̃

2

x̂m
x0
â− κ

4

(
B̃

2

)2
x̂2
m

x2
0

â, (B.14)

and substitute this into the equation of motion of the cavity mode,

˙̂a = i
[
Ĥ2, â

]
= −i

(
ωc − Ãκ

x̂m
x0

)
â−

√
κ

2πρ

1 +
B̃

2

x̂m
x0
− 1

2

(
B̃

2

)2
x̂2
m

x2
0

∑
q

b̂q

= −i
(
ωc − Ãκ

x̂m
x0

)
â−

1 +
B̃

2

x̂m
x0
− 1

2

(
B̃

2

)2
x̂2
m

x2
0

√κâin +
κ

2
â+

κ

2

B̃

2

x̂m
x0
â− κ

4

(
B̃

2

)2
x̂2
m

x2
0

â

 .
(B.15)

43



B.3. Steady-state solution of the classical equations of motion

Finally, all terms proportional to x̂2
mâ cancel, i.e. the quadratic term in Eq. (1.6) drops

out. The correct cavity equation of motion up to second order in x̂m is given by

˙̂a = −i
(
ωc − Ãκ

x̂m
x0

)
â−√κâin

1 +
B̃

2

x̂m
x0
− 1

2

(
B̃

2

)2
x̂2
m

x2
0

− κ

2

[
1 + B̃

x̂m
x0

+O(x̂3
m)

]
â

(B.16)
instead. Note that a second order correction appears in combination with the optical
input mode âin.

B.3. Steady-state solution of the classical equations of motion

In this section we investigate the pair of classical equations (1.11) and (1.12) that describe
the mean values around which quantum fluctuations occur. We focus on the steady-state
solution and show that, depending on the parameters, one to three solutions exist for
purely dissipative coupling. Furthermore, we numerically solve the equations in presence
of both dispersive and dissipative coupling.

In order to determine the steady-state solutions of Eqs. (1.11) and (1.12), we assume
the drive strength Ω to be real. This can be done without loss of generality by shifting
its phase to the intra-cavity amplitude ā. Then, focusing on purely dissipative coupling,
i.e. Ã = 0, the classical equations of motion reduce to

0 = −
(
iωm +

γ

2

)
b̄− iB̃Ω Re(ā) (B.17)

0 = i∆ā−
(

1 +
B̃

2

x̄

x0

)
iΩ−

(
1 + B̃

x̄

x0

)
κ

2
ā. (B.18)

Equation (B.17) leads to

b̄ =
−iB̃Ω Re(ā)

iωm + γ/2
, (B.19)

and allows to calculate the mean position x̄ depending on the cavity amplitude ā,

x̄ = x0(b̄+ b̄∗) = x0

[
−2B̃Ω Re(ā)ωm
ω2
m + (γ/2)2

]
= −2x0zB

Ω Re(ā)

B̃
, (B.20)

with zB = B̃2ωm
ω2
m+(γ/2)2

containing all properties of the mechanics. Substituting this into

Eq. (B.18) leads to

ā
{

[1− 2zBΩ Re(ā)]
κ

2
− i∆

}
= − [1− zBΩ Re(ā)] iΩ. (B.21)

It is useful to split this equation into real and imaginary parts, resulting in

Re(ā)
[
1− 2zBΩ Re(ā)

κ

2

]
+ Im(ā)∆ = 0 (B.22)

Im(ā)
[
1− 2zBΩ Re(ā)

κ

2

]
− Re(ā)∆ = −Ω + zBΩ2 Re(ā). (B.23)

44



B.3. Steady-state solution of the classical equations of motion

-2 -1 0 1 2
0.00

0.05

0.10

0.15

D�Ωm

z B
Ω

m
HaL

1 solution3 solutions

0.0000 0.0005 0.0010 0.0015 0.0020
0.00

0.05

0.10

0.15

D�Ωm

z B
Ω

m

HbL

1 solution

3 solutions

Figure B.1.: Number of real solutions to Eq. (B.25) as indicated by its discriminant.
Parameters are ωm/κ = 3 and Ω/ωm = 10. The region with three solutions,
shown in (b) is not visible in (a) because it is too small. Its approximate
location is indicated by the blue dashed line.

The first of these equations leads to

Im(ā) = − [1− 2zBΩ Re(ā)]κ

2∆
Re(ā). (B.24)

Note that ∆ = 0 has to be treated separately. In this case a single solution is found,
given by Re(ā) = 0 and Im(ā) = −2Ω/κ.

If ∆ 6= 0, substituting Eq. (B.24) into Eq. (B.22) leads to

− κ2z2
BΩ2 Re(ā)3 + κ2zBΩ Re(ā)2 +

[
−(κ/2)2 −∆2 − zB∆Ω2

]
Re(ā) + Ω∆ = 0. (B.25)

This is a third order polynomial in Re(ā) and thus has one to three real solutions,
depending on the coefficients. Both, zB = 0 or Ω = 0, simplify the equation such that it
becomes linear in Re(ā), thus leading to a single solution as it is expected. Furthermore,
note that purely dispersive coupling leads to a polynomial of third order as well, but
with respect to |ā|2 rather than Re(ā).

To investigate the number of solutions that correspond to different parameter sets, we
determine the discriminant of Eq. (B.25). For an equation of the form ax3+bx2+cx+d =
0 it is given by D = 18abcd− 4b3d+ b2c2 − 4ac3 − 27a2d2. If D > 0 three real solutions
exist, if D < 0 there is one real solution in addition to two complex solutions. In the case
of D = 0 all three solutions are real, but one is twofold. Figure B.1 shows the regions
corresponding to either three or one real solution obtained from this criterion. We find
two separate regions where three solutions exist, a large one at negative detuning ∆ and
a very narrow one at positive detuning. Whereas the large region, shown in Fig. B.1 (a),
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Figure B.2.: Number of photons inside the cavity |ā|2 as a function of detuning ∆, for
Ω/ωm = 5 (a) and Ω/ωm = 10 (b). Other parameters are zBωm = 0.03
(purely dissipative coupling, i.e. Ã = 0) and ωm/κ = 3.

increases with drive strength Ω, the smaller region, shown in Fig. B.1 (b), decreases for
larger Ω.

Equation (B.25) can be solved exactly and from its solutions ā and x̄ can be deter-
mined. Figure B.2 shows the number of photons inside the cavity |ā|2 as a function of
detuning ∆. In absence of coupling, this is a Lorentzian. Applying purely dissipative
coupling, the Lorentzian is modified with increasing drive strength Ω and finally a ”bub-
ble” opens up at negative detuning ∆. Notably, this differs from the bistable behaviour
known for dispersive coupling (for an illustration of purely dispersive coupling, see below
Fig. B.4 (a)). The effect of the small region with three solutions at positive detuning is
not visible in this figure.

Remarkably, purely dissipative coupling leads to a mean position x̄ that can be either
positive or negative, depending on the detuning ∆, see Fig. B.3. This corresponds to
the optical force being either attractive or repulsive, depending on ∆ as it was observed
in [18]. Recall, that purely dispersive coupling leads to x̄ > 0, corresponding to a
repulsive radiation-pressure force.

To investigate the change of the steady-state behaviour for Ã 6= 0 we determine the
steady-state solutions of the full equations (1.11) and (1.12). Assuming Ω to be real, as
in the case of purely dissipative coupling, Eq. (1.11) leads to

b̄ =
iÃκ|ā|2 − iΩB̃Re(ā)

iωm + γ/2
, (B.26)

and thus

x̄ = x0(b̄+ b̄∗) = 2x0ωm
Ãκ|ā|2 − ΩB̃Re(ā)

ω2
m + (γ/2)2

. (B.27)

In addition to zB we define the parameters zA and zAB, such that they contain the
corresponding coupling strengths and the properties of the mechanical oscillator, zA =

Ã2ωm
ω2
m+(γ/2)2

and zAB = ÃB̃ωm
ω2
m+(γ/2)2

. Using these parameters and inserting Eq. (B.27) into
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Figure B.3.: Mean position of the mechanical oscillator x̄ as a function of detuning ∆
for Ω/ωm = 5 (a), and Ω/ωm = 15 (b). Other parameters are ωm/κ = 3,
zBωm = 0.01, and B̃ = 0.1.

Eq. (1.12), we obtain

0 = i
[
∆ + 2zAκ

2|ā|2 − 2κΩzAB Re(ā)
]
ā− iΩ

[
1 + zABκ|ā|2 − ΩzB Re(ā)

]
− κ

2
ā
[
1 + 2zABκ|ā|2 − 2ΩzB Re(ā)

]
.

(B.28)

Since this is a function of ā, |ā|2 and Re(ā), it is useful to express everything in terms
of Re(ā) and Im(ā). Then we obtain

0 = i
[
∆ + 2zAκ

2 Re(ā)2 + 2zAκ
2 Im(ā)2 − 2κΩzAB Re(ā)

]
[Re(ā) + i Im(ā)]

− iΩ
[
1 + zABκRe(ā)2 + zABκ Im(ā)2 − ΩzB Re(ā)

]
− κ

2
[Re(ā) + i Im(ā)]

[
1 + 2zABκRe(ā)2 + 2zABκ Im(ā)2 − 2ΩzB Re(ā)

]
,

(B.29)

which is split into real and imaginary parts, leading to the coupled equations

0 = −
[
∆ + 2zAκ

2 Re(ā)2 + 2zAκ
2 Im(ā)2 − 2κΩzAB Re(ā)

]
Im(ā)

− κ

2
Re(ā)(1 + 2zABκRe(ā)2 + 2zABκ Im(ā)− 2κΩzB Re(ā))

0 =
[
∆ + 2zAκ

2 Re(ā)2 + 2zAκ
2 Im(ā)2 − 2κΩzAB Re(ā)

]
Re(ā)

− Ω
[
1 + zABκRe(ā)2 + zABκ Im(ā)2 − ΩzB Re(ā)

]
− κ

2
Im(ā)

[
1 + zABκRe(ā)2 + 2zABκ Im(ā)2 − 2ΩzB Re(ā)

]
.

(B.30)

These equations can be solved numerically (e.g. using NSolve[] in Mathematica). Fig-
ure B.4 shows the results for different ratios of zA and zB, which corresponds to different
ratios of dispersive (Ã) and dissipative (B̃) coupling strength. For purely dispersive
(zB = 0) coupling we find the known bistability at ∆ < 0, i.e. a tilted curve. Remark-
ably, adding dissipative coupling reduces the bistable region. If the dissipative coupling
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Figure B.4.: Mean number of photons inside the cavity |ā|2, depending on the detun-
ing ∆. (a)-(f) show different ratios of dispersive and dissipative coupling,
i.e. zAωm = 0.005 is fixed and zBωm varies from 0 to 0.05. Other parameters
are Ω/ωm = 10, ωm/κ = 3, and zAB =

√
zA
√
zB.

strength exceeds the dispersive coupling strength , i.e. zB > zA, bistability vanishes until
the typical behaviour of dissipative coupling dominates. Then three solutions exist for
some values of ∆ and the shape is comparable to the case of purely dissipative coupling,
shown in Fig. B.2.

In addition to this description of the solutions of the classical equations of motion,
a more systematic analysis of the situation is still to be done. The stability of the
three solutions in the case of dissipative coupling needs to be determined. A careful
and separate investigation of the two regions providing three solutions remains open.
The purpose of this section is merely to summarize similarities (the existence of three
solutions) and differences (two regions with three solutions, different line shape of |ā|2
as a function of either ∆ or Ω) of dispersive and dissipative coupling, and to indicate
that it might be worthwhile to further investigate the classical equations.

B.4. Optically-induced frequency shift

The optical damping γopt and the optically-induced frequency shift δωm correspond to
the imaginary and real part of the optomechanical self-energy Σ(ω), evaluated at the
mechanical resonance frequency ωm [8] (cf. Section 3.1). Applying a quantum noise
approach allows to derive the optical damping from the weak-coupling force spectrum
(see [22,23] for the explicit calculation)

γopt = x2
0 [SFF (ωm)− SFF (−ωm)] . (B.31)
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B.4. Optically-induced frequency shift

Thereby the connection of the frequency shift δωm to the force spectrum SFF (ω) can be
obtained with the help of the Kramers-Kronig relations, which is one goal of this section.
Furthermore, we want to evaluate the expression for the optically-induced frequency shift
δωm with the help of complex contour integration and the residue theorem, to show that
the result is consistent with our definition of the optomechanical self-energy Σ(ω). For
the mathematical principles used in this section, see e.g. Ref. [24].

Starting from

Σ(ωm) = δωm − i
γopt

2
, (B.32)

without explicit knowledge of Σ(ωm), the Kramers-Kronig relation yields

Re[Σ(ωm)] =
1

π
P

∫
dω′

Im[Σ(ω′)]

ω′ − ωm
, (B.33)

where P denotes the Cauchy principle value of the integral. Thus, the optically-induced
frequency shift can be determined by integrating the optical damping,

δωm =
1

π
P

∫
dω
−γopt/2

ω − ωm
= −x

2
0

2π
P

∫
dω

(
SFF (ω)

ω − ωm
− SFF (−ω)

−ω + ωm

)
= x2

0P

∫
dω

2π

SFF (ω)

ωm − ω
+ x2

0P

∫
dω′

2π
(−1)

SFF (ω′)

ω′ + ωm

= x2
0P

∫
dω

2π
SFF (ω)

(
1

ωm − ω
− 1

ωm + ω

)
.

(B.34)

Here, only a change of the integration variable is necessary to obtain the last equality,
i.e. the formula used in Section 2.2.

To evaluate Eq. (B.34), we integrate the two terms separately. Inserting the expression
for the weak-coupling force spectrum Eq. (2.3) into the first term, we find

x2
0P

∫
dω

2π
SFF (ω)

1

ωm − ω
= P

∫
dω

2π
κ

(
B̃|ā|
2x0

)2
1

(∆ + ω)2 + (κ/2)2

(
ω + 2∆− 2Ãκ

B̃

)2
1

ωm − ω
.

(B.35)
From this we can read off the three poles of the integrand, i.e. they are at ω = ωm and
ω = −∆± iκ/2. The second term of Eq. (B.34) is given by

x2
0P

∫
dω

2π
SFF (ω)

1

ωm + ω
= P

∫
dω

2π
κ

(
B̃|ā|
2x0

)2
1

(∆ + ω)2 + (κ/2)2

(
ω + 2∆− 2Ãκ

B̃

)2
1

ωm + ω
,

(B.36)
and has poles at ω = −ωm and ω = −∆± iκ/2. Each of the integrands has a pole lying
on the real axis, as well as a pole in the upper complex half-plane and a pole in the lower
complex half-plane.

So far, by writing P
∫
dωf(ω) we implicitly meant P

∫ +∞
−∞ dωf(ω). Using complex

contour integration, we can obtain this integral from

P

∞∫
−∞

dωf(ω) = P

∮
α

dωf(ω)−
∫
β

dωf(ω), (B.37)
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Figure B.5.: Illustration of the poles and integration paths used to evaluate (a) Eq. (B.35)
and (b) Eq. (B.36).

where α denotes a path along the real axis that is closed e.g. with an arc across the
upper half-plane. β denotes only that part of the closed path which doesn’t lie on the
real axis, i.e. in our case it is given by the arc. Integration from −∞ to +∞ implies that
the radius of the arc has to be increased to infinity. Furthermore, we have to take into
account that one of the poles lies on the real axis, thus we make use of the definition
of the principal value as P

∫
dωf(ω) = [L

∫
dωf(ω) + R

∫
dωf(ω)]/2. Here L (R)

indicates that the integration path is modified using an infinitesimally small arc around
the pole on the real axis, such that the pole lies on the left (right) side of the integration
path, see Fig. B.5.

Thus Eq. (B.34) becomes

δωm
x2

0

= P

+∞∫
−∞

dω

2π
SFF (ω)

(
1

ωm − ω
− 1

ωm + ω

)

=

L
∮
α

dω
2π

SFF (ω)
ωm−ω + R

∮
α

dω
2π

SFF (ω)
ωm−ω − 2

∫
β

dω
2π

SFF (ω)
ωm−ω

2
−

L
∮
α

dω
2π

SFF (ω)
ωm+ω + R

∮
α

dω
2π

SFF (ω)
ωm+ω − 2

∫
β

dω
2π

SFF (ω)
ωm+ω

2
.

(B.38)
The residue theorem allows to calculate the closed path integrals

∮
α f(ω)dω = 2πi

∑
p ν(p)Respf

by calculating and summing the residues of the enclosed poles, where ν(p) denotes the
winding number of each pole p. In our case, the residues can be calculated using the
theorem f(ω) = g(ω)/h(ω) → Respf = g(p)/h′(p). This can be applied if the function
f(ω) consists of a numerator g(ω) and denominator h(ω) which are analytical functions
and all its poles are simple poles. Since this is true for the functions considered here, we
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B.4. Optically-induced frequency shift

find

r0a =
1

x2
0

κ|ā|2
[
B̃(2∆ + ωm)− 2Ãκ

]2

κ2 + 4(∆ + ωm)2

r1a =
1

x2
0

(
2B̃∆− 4Ãκ+ iB̃κ

)2
|ā|2

8 [2i(∆ + ωm) + κ]

r0b =
1

x2
0

κ|ā|2
[
B̃(−2∆ + ωm) + 2Ãκ

]2

κ2 + 4(∆− ωm)2

r1b =
1

x2
0

i
(

2B̃∆− 4Ãκ+ iB̃κ
)2
|ā|2

8 [2(∆− ωm)− iκ]
,

(B.39)

where we used ν(p) = 1 for all poles. The naming of the residues refers to Fig. B.5.
Inserting this into Eq. (B.38) leads to

δωm = x2
0


i (r0a + r1a + r1a)− 2

∫
β

dω
2π

SFF (ω)
ωm−ω

2
−
i (r0b + r1b + r1b)− 2

∫
β

dω
2π

SFF (ω)
ωm+ω

2

 ,
(B.40)

and only the contribution of the arc is left to be determined. Note that in the case of
purely dispersive coupling, i.e. B̃ = 0, the force spectrum SFF (ω) simplifies considerably,

such that SFF (ω)
ωm±ω is a function where the numerator is independent of ω and the denom-

inator is a polynomial of third order. Hence, the contribution of the path β vanishes as
its length, i.e. the arc radius ω, goes to infinity. Indeed, there is a theorem stating that
if the polynomial order of the denominator is at least two plus the polynomial order of
the numerator, the contribution of the arc always vanishes [24]. Unfortunately, dissi-
pative coupling modifies the force spectrum SFF (ω) such that the polynomial order of
denominator and numerator differ only by one and we have to take the contribution of
the integrations along β into account.

Using the parametrization β(t) = ωeit of the path β, we find

∫
β

dω

2π

SFF (ω)

ωm − ω
= lim

ω→∞

π∫
0

dt

2π

SFF (β(t))

ωm − β(t)
β̇(t) =

π∫
0

dt

2π
lim
ω→∞

SFF (β(t))

ωm − β(t)
iωeit

=

π∫
0

dt

2π

(
− 1

4x2
0

B̃2|ā|2κ
)

= −i B̃
2|ā|2κ
8x2

0

.

(B.41)

An analogous calculation leads to∫
β

dω

2π

SFF (ω)

ωm + ω
= i

B̃2|ā|2κ
8x2

0

. (B.42)
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Finally, we have calculated all contributions to the frequency shift and substituting
Eqs. (B.41) and (B.42) into (B.40) leads to

δωm = x2
0

 ir0a + 2ir1a − 2
(
−i B̃2|ā|2κ

8x20

)
2

−
ir0b + 2ir1b − 2

(
i B̃

2|ā|2κ
8x20

)
2


= i

r0a − r0b

2
+ i (r1a − r1b) +

i

4
B̃2|ā|2κ

= Re[Σ(ωm)].

(B.43)

The last equality can be explicitly checked using the definition of the optomechanical
self-energy, Eq. (3.7). Its validity confirms our definition of Σ(ω).

B.5. OMIT approximation

To derive an approximation for the optical output signal that captures the OMIT be-
haviour, we neglect the contribution at the lower sideband, i.e. where δ = −ωm. This
requires to be in the good-cavity limit, where this contribution is off-resonant and thus
negligible. If ωm � κ, we start from Eqs. (1.15) and (1.16) and drop the terms coupling

to either ĉ†, d̂† or ξ̂†in. Then, the approximate equations of motion are given by

˙̂c = −
(
iωm +

γ

2

)
ĉ−√γη̂ + iÃκā∗d̂− B̃

2

√
κā∗ξ̂in −

B̃

2

(
i∆ +

κ

2

)
ā∗d̂ (B.44)

˙̂
d = i∆d̂− κ

2
d̂−√κξ̂in +

[
iÃκā− κ

2
B̃ā−

(
i∆− κ

2

)
ā
B̃

2

]
ĉ. (B.45)

Similar to the treatment of the exact equations of motion, we solve Eqs. (B.44) and
(B.45) in Fourier space. Noticing that 〈η̂〉 = 0, we can readily drop this term in
Eq. (B.44), since it cannot contribute to 〈ξ̂out〉. We find

χ−1
m (ω)ĉ = iÃκā∗d̂− B̃

2
ā∗
(
i∆ +

κ

2

)
d̂− B̃

2

√
κā∗ξ̂in, (B.46)

and

d̂ = −√κχc(ω)ξ̂in + χc(ω)

[
−B̃

2

(
i∆ +

κ

2

)
ā+ iÃκā

]
ĉ, (B.47)

and substitute Eq. (B.47) into (B.46). Identifying α(ω), cf. Eq. (3.8), this leads to

χ−1
m (ω)ĉ = −√κā∗α(ω)ξ̂in+χc(ω)

−(Ãκ|ā|)2
+

(
B̃

2

)2 (
i∆ +

κ

2

)2
|ā|2 − iB̃Ãκ|ā|2

(
i∆ +

κ

2

) ĉ.
(B.48)

Here, in the square brackets, we don’t find the optomechanical self-energy, but only
terms of it due to the approximation. In particular, the terms proportional to χ∗c(−ω) in
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B.5. OMIT approximation

the definition of Σ(ω), Eq. (3.7), are not reproduced. Defining Σ̃(ω) = Σ̃Ã(ω)+Σ̃B̃(ω)+

Σ̃ÃB̃(ω) with components

Σ̃Ã(ω) = −i(Ãκ|ā|)2χc(ω)

Σ̃B̃(ω) = i
(
B̃
2

)2
|ā|2 χc(ω)

(
i∆ + κ

2

)2
Σ̃ÃB̃(ω) = B̃Ãκ |ā|2 χc(ω)

(
i∆ + κ

2

)
,

(B.49)

leads to

ĉ =
−√κā∗α(ω)

χ−1
m (ω) + iΣ̃(ω)

ξ̂in, (B.50)

and

d̂ = −√κχc(ω)ξ̂in + χc(ω)

[
−B̃

2

(
i∆ +

κ

2

)
ā+ iÃκā

]
−√κā∗α(ω)

χ−1
m (ω) + iΣ̃(ω)

ξ̂in. (B.51)

Finally, substituting Eqs. (B.50) and (B.51) into the linearized input-output equation
(3.12) where the term proportional to ĉ† is neglected, i.e. ξ̂in− ξ̂out = −√κd̂−√κB̃āĉ/2,
the output mode in Fourier space is given by

ξ̂out = ξ̂in +
√
κd̂+

√
κ
B̃

2
āĉ

=

1− κχc(ω)−
κχc(ω)ā∗α(ω)

[
− B̃

2

(
i∆ + κ

2

)
ā+ iÃκā

]
χ−1
m (ω) + iΣ̃(ω)

− κ B̃2 |ā|2
χ−1
m (ω) + iΣ̃(ω)

 ξ̂in

=

[
1− κχc(ω)− κ|ā|2α(ω)2

χ−1
m (ω) + iΣ̃(ω)

]
ξ̂in.

(B.52)
To investigate the OMIT signal, we calculate the expectation value 〈ξ̂out(t)〉 in the

time domain. Due to the probe laser, the expectation value of the input mode in Fourier
space is given by 〈ξ̂in(ω)〉 = 2πδ(ω − δ)d̄probe. This leads to

〈ξ̂out(t)〉 =

∫ +∞

−∞

dω

2π
〈ξ̂out(ω)〉e−iωt

=

∫ +∞

−∞

dω

2π

[
1− κχc(ω)− κ|ā|2α(ω)2

χ−1
m (ω) + iΣ̃(ω)

]
〈ξ̂in(ω)〉e−iωt

=

[
1− κχc(δ)− κ

|ā|2α(δ)2

χ−1
m (δ) + iΣ̃(δ)

]
d̄probee

−iδt

= A−approxe
−iδt,

(B.53)

where we identified the approximate negative frequency amplitude Eq. (4.4). Since there
is no positive frequency part we conclude A+

approx = 0.
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